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[. Introduction

The recent development of electrospray ionization
(ESI)! and matrix-assisted laser desorption ionization
(MALDI)? sources for creation of macromolecular ions
has brought about a renaissance in the field of mass
spectrometry (MS). It is now common to determine
molecular weights of large molecules such as proteins
to within a few daltons (or less)! MS-based methods
for sequencing are proliferating and replacing (or
complementing) traditional biochemical methods for
many applications. However, analysis of covalent
structure is only part of the story. A number of
studies have investigated the use of MS strategies
for examining noncovalent biomolecular structure.
Mounting evidence suggests that some conforma-
tional properties of biomolecules in solution are
preserved during the ionization process and persist
over the transient time that ions exist in mass
spectrometers. The persistence of solution-like struc-
ture in the gas phase provides opportunities to
examine conformation and folding as well as binding
interactions (e.g., enzyme—substrate, receptor—ligand
interactions) in an entirely new environment.

In the past 5 years, a new field involving structural
studies of biomolecular ions has emerged. At first
glance, the relevance of biomolecular ion structure
in the gas phase to studies of functional molecules
in solution may seem far removed, perhaps not unlike
guestions about the relevance of structural measure-
ments of protein crystals 20—30 years ago. Studies
of biomolecular ions in the gas phase provide infor-
mation about the nature of conformation in the
absence of solvent; thus, the roles of intramolecular
interactions and solvent can be discerned by com-
parison of similarities between gas- and solution-
phase structure. Additionally, the utility of MS
strategies for sampling noncovalent binding between
molecules in solution hinge on a fragile balance of
interactions associated with the assembled pair as
the ions travel through the mass analyzer. As these
strategies become widely used, the differentiation
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between specific and nonspecific interactions will
become increasingly important.

A. Scope and Organization of This Review

In this review, we present a comprehensive assess-
ment of what is currently known about the structures
of solvent-free protein ions (including peptides).
Although there has been substantial progress in
understanding the structures of anhydrous proteins,
it is clear that this field is in its infancy and that the
questions that have arisen far outnumber the an-
swers that have been obtained. Studies of gas-phase
protein ions are based on a long and rich history of
gas-phase studies of smaller ions. We refer to this
work frequently in order to clarify the understanding
of larger systems; however, the review does not
attempt to include all of the relevant work on smaller
systems. Many of the experiments described in this
work take advantage of spectacular advances in
analytical instrumentation. When possible, we de-
scribe advantages of particular methods and discuss
recent variations or improvements to techniques that
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are particularly relevant to studies of gas-phase ion
structure. However, we do not present the basic
operating principles of these methods. Several re-
views of instrumentation are especially relevant to
this work, including several papers on quadrupole
mass filters,®~® ion traps,®° Fourier transform ion
cyclotron resonance (FTICR),°~%2 jon mobility spec-
trometry,4~1¢ dissociation methods,'” and mi-
croscopies.1819

The gas-phase structural work also benefits from
sophisticated molecular modeling software used for
generating trial conformations. It is possible to
generate thousands of energy-minimized trial con-
formers for comparison with experimental results.
Much of the experimental work that is presented
below has been complemented by theory. With so
little known about the validity of calculations of in
vacuo conformations, the interplay between molec-
ular modeling results and methods for collision cross-
section calculation is important. The ability to com-
pare calculations with experiment should aid in
refinement of the force fields used for these calcula-
tions. A number of force fields, including several
variations of AMBER,2° CHARMM,? CVFF,%2 and
GROMOS,? have recently been used to generate trial
in vacuo conformations for comparison with experi-
mental results. Below we describe only those theo-
retical studies that have been compared directly with
experimental results for biomolecular ions.

This manuscript is organized as follows. We start
by describing the formation of macromolecular ions
from charged droplets that are produced by ESI.
Special attention is given to the final stages of the
ESI process, where the naked ion is formed—the
transition region where the interactions that are
responsible for stabilizing structures in solution shift
to those that are present in the anhydrous gas-phase
ion. Much of this presentation relies on results
obtained from structural studies of the gas-phase
ions, which are described in detail in later sections.
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Our presentation of structural studies of protein
ions is organized in terms of the techniques used to
obtain structural information. These techniques have
been grouped into two categories: chemical probes,
in which structural characteristics are deduced by
monitoring the products of ion—molecule reactions,
and physical probes, such as measurements of dis-
sociation patterns and measurements of cross sec-
tions. A large portion of the review is devoted to ion
mobility measurements of collision cross sections.
Although the application of this method to bio-
molecular ion structure came much later than many
other methods, it currently provides the most defini-
tive information about ion shape and has played an
important role in understanding earlier studies and
defining the elements of structure that are important
in the gas phase. It is fortunate that at this stage
several systems have been investigated by multiple
methods, allowing information obtained from differ-
ent techniques to be compared. In several cases, the
complementary nature of different methods makes
it possible to draw conclusions that were not appar-
ent in the original experiments.

Several authoritative reviews of the strategies for
elucidating structure that are described here, proton-
transfer reactions, isotopic H—D exchange, MS dis-
sociation methods, and ion scattering and ion mobil-
ity measurements of collision cross section, have been
given recently. Proton-transfer reactivity has been
reviewed recently by Williams?* (1996), Green and
Lebrilla?® (1997), and Harrison?® (1997). The Green
and Lebrilla paper also presents a thorough discus-
sion of isotopic H—D exchange as a probe of gas-
phase ion structure. McLuckey (1997) has discussed
time scale considerations relevant to dissociation
methods.” Douglas (1998) has recently described
collision dynamics in quadrupoles.?” Clemmer and
Jarrold (1997) reviewed the early work involving the
use of ion mobility spectrometry for measurements
of biomolecular ion cross section.'® When possible, we
refer to the coverage of topics in these thorough
writings. However, the substantial progress made in
this field during the past few years and the degree
of understanding that has been obtained leaves much
to be covered here. Additionally, new experimental
techniques have evolved, including exciting measure-
ments of surfaces after exposure to high-energy
bombardment. This review attempts to relate the
results obtained from ion—molecule reactions to
physical measurements. When possible, we have also
drawn comparisons between noncovalent structures
in the gas phase and those that are found in solution;
however, in the interest of providing a comprehensive
assessment of the gas-phase studies, the discussion
of solution-phase work is presented in brevity and
neglects many elegant experiments. Several recent
reviews that address the influence of bulk solvent
upon conformation,?82 protein folding in solution,30-33
and the prediction of conformation from sequences®*
will be useful to the interested reader. Finally, the
properties of biomolecular ions in the gas phase have
recently been exploited as analytical tools for rapid
characterization of protein conformation in solution
and also for analysis of biomolecular mixtures. A brief
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discussion of the application of these principles as
new analytical methods is given. Opportunities for
extending these methods in the future are mentioned.

B. Brief Description of the Protein Folding
Problem and the Importance of Water

In the 1950s, the observation that denatured ribo-
nuclease A spontaneously refolded into the native
conformation (under physiological conditions) dem-
onstrated that primary sequence and environment
are sufficient to specify conformation.>3¢ A tremen-
dous effort has been devoted to elucidating the factors
that define conformation.®%37-4! Understanding the
details of folding and delineating the delicate balance
between intramolecular, solvent—molecule, and sol-
vent—solvent interactions that define the properties
of the native state, as well as intermediate structures
that are present during folding, is referred to as the
“protein folding problem”. One property of proteins
that complicates work in this area is the transient
nature of folding intermediates. In even the best
cases, structural information is limited to a few
partially folded states (which are believed to be
folding intermediates or kinetically trapped meta-
stable structures). Folding mechanisms must explain
the processes that allow an inexhaustible number of
different random or partially folded states to reach
the native structure.® Ideally, one would like to take
snapshots of many structures as they fold in order
to determine the step-by-step motions that allow
many different conformers to be funneled into the
native state.*°

An important factor in folding involves solvent—
molecule interactions. Proteins appear to form physi-
ologically relevant conformations in the presence of
a minimum hydration shell.?® A typical protein
crystal (which often has a conformation that is
similar to the solution structure) is comprised of 25—
90% solvent.*? This solvent shell is believed to be at
least partially responsible for the observation that
crystal conformations normally resemble solution
structures obtained by nuclear magnetic resonance
(NMR) methods. The intrinsic propensity of the
polypeptide chain to form the native structure (re-
gardless of solvent contributions) will also contribute
to structural similarities. The magnitude of the
energetic contributions of solvent was recently il-
luminated in a comparison of folding free energies
for cytochrome c in vacuo,*® where estimates range
from —2182 to —3497 kJ mol~1,214445 with the —37.1
kJ mol~* value from solution.** This difference arises
because in the gas-phase strong intramolecular in-
teractions are not mitigated by solution effects.

The exact roles of solvent and structural changes
that occur when critical levels of solvent are removed
constitute active research areas. Recent studies have
considered structural changes that occur when pro-
teins are lyophilized by examining anhydrous pow-
ders and thin films. Techniques such as Fourier
transform infrared (FTIR) spectroscopy,*® Raman
spectroscopy,*” and H—D exchange NMR methods*®
have shown structural changes upon removal of
solvent.*® For example, Griebenow and Klibanov have
shown that the fraction of 5-sheet content increases
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at the expense of a-helix propensity upon lyophiliza-
tion and that there is an increase in protein order.*®
These results can be understood by considering that
in the anhydrous solid, protein molecules are forced
into contact with one another and intermolecular
pB-sheet formation is not prohibited entropically, as
is the case for the isolated proteins in solution. An
understanding of the origins of this phenomenon is
particularly important, since the aggregation of
polypeptides through f-sheet interactions has re-
cently been proposed to explain plaque and fibrils®°
associated with Alzheimer's®52 as well as newly
discovered prion-based diseases.>*>* Very recently,
evidence that most proteins have an intrinsic ability
to transform into fibrils has been presented.*®

Inference of the contributions of solvent to struc-
tures from comparisons of protein conformation of
anhydrous powders to solution structures for the
isolated molecules is complicated by intermolecular
interactions (in the former system). This comparison
is simplified by examining the isolated anhydrous
molecules in the gas phase. Until recently, these
studies were impossible because of the low vapor
pressures of large molecules such as proteins (e.g., a
value of 10748 atm has been reported for a 14 000
amu molecule).’® When heated, these molecules
denature, making them even less volatile; the mol-
ecules decompose rather than vaporize.>® ESI has
offered a simple, efficient means of producing gas-
eous, anhydrous biomolecules for study by mass
spectrometry. New chemical and physical probes are
being invented to explore the behavior of these ions.
Early on in these studies it became apparent that
the answers to seemingly simple questions were not
obvious. For example, it was initially unclear if
ionized proteins formed unique conformations. It
turns out that there are favored structures in the gas
phase. Moreover, recent studies show that in some
cases gas-phase proteins can retain a degree of
memory of their solution structures. Anhydrous
proteins also fold and unfold, and new conformations
are established in a grossly simplified environment
where only intramolecular constraints are relevant.

Wolynes has commented that an understanding of
the nature of gas-phase conformations addresses
fundamental questions about evolutionary constraints
on folding kinetics.5” It may be the case that the
framework of intramolecular interactions within
proteins in solution persists in the gas phase. Inso-
much as this is true, gas-phase conformation should
resemble the ensemble of equilibrium structures that
is present in solution. Alternatively, in the apolar
vacuum, proteins may turn inside out in order to
maximize intramolecular interactions between polar
groups.®” A discussion of new methods and studies
that provide initial insight into protein structure in
this unusual environment is the subject of this
review.

Il. Electrospray lonization

In this section we describe electrospray ionization
(ESI). An especially relevant question that arises in
studies of conformations of gas-phase ions involves
the mechanism of the ESI process. Mounting evi-
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dence indicates that distributions of gas-phase pro-
tein ion conformations may reflect the ensemble of
solution states that exists during the final stages of
ESI. An understanding of what factors influence ion
conformation as they are produced provides some
insight into what types of structural elements may
be preserved in vacuo. We do not include a discussion
of the mechanisms for other recently developed
sources for producing macromolecular ions because
most structural work has utilized ESI.585°

A. General Experimental Features

Several excellent reviews have covered work in-
volving the generation of charged droplets and the
general features associated with ion formation.%0-63
Charged droplets containing molecular ions are
initially formed by pumping a solution through a
narrow capillary tube that is electrically biased with
respect to an entrance orifice of a mass spectrometer.
The electrode shapes, geometries, and potentials are
important for generating a stable spray of droplets;
however, many different experimental configurations
can be used. Two widely held views of the mechanism
for ESI are that solvent-free molecular ions are
formed either after a series of droplet fissions, fol-
lowed by solvent evaporation from the ion (proposed
by Dole,56:6465 Fenn,1.60.66.67 and their collaborators),
or by ion evaporation from the droplet surface
(proposed by Iribarne and Thomson®8), a process
driven by repulsive Coulombic interactions. The
mechanistic details of ESI are still under investiga-
tion.

The generally accepted features of ESI are as
follows. Initial electrospray generates charged drop-
lets which, when small enough, undergo a series of
Coulomb-driven fissions, producing even smaller
charged droplets. Evaporation of solvent and ions
leads to droplets of decreasing size and ultimately
to formation of the gas-phase ion. Smith et al. have
noted that in the ion evaporation model of Iribarne
and Thomson it is often assumed that biomolecular
ions are evaporated from the droplet surface in a
highly charged entirely desolvated state.®® Exactly
what happens in the final stages leading to ion
formation is poorly understood; these final steps of
ESI are critical in determining the initial gas-phase
ion conformation. In this transition region, the pro-
tein structure evolves from the equilibrium distribu-
tion of conformations in solution (defined by solvent—
solvent, solvent—molecule, and intramolecular inter-
actions) to a distribution of gaseous, anhydrous
molecular ions with structures that depend only on
intramolecular constraints.

B. Evidence that lons Are Formed through
Evaporation of Solvated Droplets

Increasingly, studies suggest that in the final
stages of ESI, ion—solvent adducts are formed and
that dissociation of solvated molecules produces the
solvent-free ion. Several groups have recorded the
distribution of ion mobilities through a high pressure
of gas immediately following ESI of protein solutions.
A general feature of these studies is the observation
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of a broad peak at drift times that are much longer
than expected for arrival of desolvated charge states
of proteins. Dole,® Smith,” Hill,”* Guevremont,”? and
their collaborators have observed such features and
suggested that these are probably attributable to
highly solvated ions. Hill and co-workers have heated
the drift tube buffer gas (which is similar to heating
the ESI interface region) and shown that the broad
features are transformed into a series of sharp peaks
that can be assigned as individual charge states of
the desolvated protein.”* These data are consistent
with desolvation of highly solvated ions to produce
naked biomolecular ions.

In other studies, highly solvated biomolecules that
are formed from the ESI source have been observed
directly. Chait and co-workers show that under some
source conditions, peptide ions with waters attached
could be resolved.” Williams used a quadrupole mass
filter instrument to record mass spectra as a function
of ESI source temperature.”* As the ESI source
temperature was decreased, peptide ions with dis-
tributions of solvent clusters (up to 50 attached water
molecules) were observed. Beauchamp and co-work-
ers have used FTICR methods to observe clusters
with more than 100 water adducts attached to
peptide ions and have used off-resonance ejection of
specific sizes to demonstrate that evaporation occurs
sequentially.” The consensus of these studies is that
a gentle transition involving the stepwise evaporation
of water is operative during the final stages of ion
formation. This evaporation process cools the bio-
molecular ion and may cause some solution structure
to be “frozen” in the gas-phase ions. Beauchamp has
termed this a “freeze-drying” process.”

C. Influence of Gas-Phase lon Stability on the
ESI Charge State Distribution

As a rule of thumb, the maximum charge state for
protein ions produced by ESI is usually no greater
than the total number of basic Arg, Lys, and His
residues and N-termini in the sequence.”®’® A few
exceptions exist. For example, Smith et al. have
observed that as many as 59 charges can attach to
actin, even though it has only 46 basic residues.” It
is useful to consider the thermodynamic and kinetic
processes that produce the protonated biomolecule
from the charged droplet. In solution, the net charge
on the protein will depend on the number of acces-
sible acidic (Asp, Glu, and C-terminal) and basic (Lys,
Arg, His, and N-terminal) sites (defined by the
protein sequence and structure) and the solution
pH.”® During the final stages of evaporation of the
charged, solvated biomolecule, the retention or elimi-
nation of a charge from the protein should depend
on the relative protonation thermochemistry of the
protein and the solvent molecules, as well as factors
associated with the rate of drying. Many conforma-
tions are probably present and are likely to change
as solvent evaporates. Adducted solvent molecules
will influence the conformation as well as the ther-
mochemistry of protonation sites.

To a first approximation, the geometries of a
solvent-free protein should be determined by the
change in the charge repulsion associated with dif-
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ferences in the dielectric constants for the surround-
ing media (~80 for water,”® and 1.0 for a vacuum).
Smith treated the protonation of a polypeptide by
considering a model in which charges were placed
equidistant on a string.8° The authors note that this
model is mainly qualitative; the issue of protonation
is much more complicated for a heterogeneous system
such as a protein. Jarrold and co-workers have
recently calculated that for the +7 charge state of
cytochrome c (which they considered to have 31 basic
sites: 2 Arg, 19 Lys, 3 His, 3 Gln, 1 Trp, and 4 Pro
residues), there are 31Y/(7!(31 — 7)!) or 2629 575
possible charge site assignments.8* Williams previ-
ously calculated that there are ~10% unique ways
to assign 13 charges along the small (76 residue)
ubiquitin protein (if one considers the possibility that
the backbone amide N—H groups may be proton-
ated);® for carbonic anhydrase (260 residues) there
are ~10% ways to assign 45 charges.

Although detailed assignments of charges to spe-
cific sites are usually not possible, the maximum
observable charge state can be predicted by a model
developed by Williams and co-workers (described in
detail in section I11.A.3). In initial studies, this model
was used to consider the influence of Coulomb
repulsion on the gas-phase basicity of 13 common
proteins for which rigid linear string geometries were
assumed. The calculated apparent gas-phase basici-
ties decrease with increasing charge state; when the
basicities of a high charge state fall below the gas-
phase basicities of the solvent molecules, the solvent
is protonated. The authors were able to predict the
maximum charge state of the proteins to within an
average of 6%, demonstrating that the thermochem-
istry of the gas-phase ions are important in the ESI
process.

Additional insight into the charging phenomenon
is obtained by combining measurements of collision
cross sections for different charge states with charg-
ing limits imposed by calculations of gas-phase ba-
sicities for different geometries. The gas-phase ba-
sicities of the compact crystal conformation of
cytochrome c are predicted to fall below the gas-phase
basicities of methanol and water for charge states
higher than +8 and +10, respectively.8® Structures
that are more extended in nature, such as linear
string-like or a-helical conformations, will have
greater distances between charges and thus lower
Coulomb energies; these should form higher charge
states. lon mobility measurements of cross sections
for cytochrome ¢ show evidence for compact conform-
ers for the +10 and lower charge states; substantially
more extended forms exist as higher charge states.
Several factors may explain this. From gas-phase
basicity arguments, it should not be possible to add
protons to a compact conformer containing 10 charges
because of the high Coulomb repulsion between
charges (i.e., low gas-phase basicity) of the compact
conformer for higher charge states.

The combined interpretation of apparent gas-phase
basicity and ion mobility measurements is consistent
with a series of recent measurements by Smith,
Whitesides, and their co-workers.®* In these studies,
capillary electrophoresis (CE) and ESI-MS were
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combined to study charge ladders of a series of
related proteins. The “charge ladder” expression
refers to neutralization (via covalent modification) of
different numbers of basic sites prior to ESI. Modified
proteins, which should have similar conformations,
vary by the number of remaining charged residues
(which can be estimated from the CE measurement).
ESI mass spectra obtained for proteins having dif-
ferent numbers of covalent modifications were re-
markably similar; the authors conclude that the ESI
charge state is defined by electrostatic interactions
between charges on the gas-phase protein surface
and not the number of solution charged sites.

D. Influence of Solution Conformation upon
Charge State Distributions

Charge state distributions generated by ESI do
depend on the conformation of the biomolecule in
solution. Smith and co-workers®:8 have shown that
mass spectra obtained upon electrospraying disulfide-
intact proteins favor substantially lower charge
states than data obtained when 1,4-dithiothreitol was
used to reduce the disulfide bonds. An example is
shown in Figure 1 for ESI of albumin (bovine, mol
wt = 66 kDa, which has 17 disulfide bonds) where
the +67 and lower charge states are observed when
the disulfide bonds are intact; when the disulfide
bonds are reduced, as many as 100 protons are
attached to the protein. When the disulfide bonds are
reduced, interior regions of the protein are exposed
to solvent, such that many additional basic sites are
accessible for protonation during ESI.

Chowdhury, Katta, and Chait have investigated
electrosprayed cytochrome c as a function of solution
pH.8” Cytochrome c is a small protein containing 104
residues and a heme prosthetic group that is co-
valently attached at the 14 and 17 cysteine residues.
In the native conformation, the heme iron is coordi-
nated to a ring nitrogen of the histidine 18 residue
and a sulfur of the methionine 80 residue.®88 Studies
of cytochrome c in solution using a number of
techniques, including circular dichroism® and NMR,**
demonstrate that under acidic conditions at least
three conformations exist. Figure 2 shows the mass
spectra obtained upon electrosprayinga 1 x 1075 M
cytochrome c solution containing (a) 4% acetic acid,
pH = 2.6; (b) 0.2% acetic acid, pH = 3.0; and (c) no
acetic acid, pH = 5.2. The mass spectrum in part a
(low pH, where three states were known to exist in
solution) shows eight peaks (+11 to +18, where +16
is most intense). When the pH is increased to 3.0, a
second charge state distribution which is almost
entirely comprised of the +8 charge state is observed.
When no acid is added (pH = 5.2), the charge state
distribution centered around the +16 ion decreases
and a new distribution which favors the +10 ion is
observed. These results can be interpreted by noting
that different conformations in solution have differ-
ent numbers of exposed basic sites. The results
demonstrate the viability of ESI to sample properties
of noncovalent solution conformation.

Factors such as temperature, solvent composition,
and ionic strength can also influence biomolecular
conformation in solution. Loo et al. have examined
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Figure 1. ESI mass spectra of bovine serum albumin (M,
= 66 kDa), a 585 residue protein that contains 17 disulfide
bonds: (top) native form; (bottom) after disulfide bond
reduction with 1,4-dithiothreitol (DTT). (Reproduced with
permission from ref 70. Copyright 1991 John Wiley &
Sons.)

the changes in ESI charge state distributions for
lysozyme (hen, mol wt = 14,306) and ubiquitin
(bovine and yeast, 8564.8) that are observed upon
varying the pH and the fraction of several organic
solvents (methanol, acetonitrile, 2-propanol, and
acetone) used.®> When the fraction of these organic
solvents was increased, a shift to higher charge states
was observed in the ESI-MS data. The transition
from low to high charge states was found to vary
depending upon which organic solvent was used, a
result which indicated that the protein had dena-
tured in solution. Even changes induced by mild
denaturants are discernible by ESI analysis. Le Blanc
et al.,®®* as well as Mirza, Cohen, and Chait,%
examined the influence of solution temperature upon
charge state distributions for a number of proteins
including cytochrome ¢ and lysozyme (a 129 residue
protein with four Cys—Cys disulfide bonds) and found
that thermal denaturation is also discernible. At low
solution temperatures, low charge states are favored;
at high temperatures where thermal denaturation
can occur, high charge states are observed.

Mirza and Chait® have used a heated capillary ESI
source to test the possibility that proteins may
denature in the ESI droplet as it travels through the
capillary interface into the mass spectrometer. Charge
state distributions of proteins electrosprayed from
native solution conditions were insensitive to the
heated capillary temperature, a result that is sub-
stantially different from the effect of heating the ESI
solution. The authors concluded that the transport
time (calculated to be ~0.6 ms) of charged droplets
through the tube was too short for the transfer of
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Figure 2. Electrospray mass spectra of bovine cytochrome
¢ charge state distributions at various pH values. Protein
concentration is 1 x 1075 M in (a) 4% acetic acid, pH =
2.6, (b) 0.2% acetic acid, pH = 3.0, and (c) no acid, pH =
5.2. (Reproduced with permission from ref 87. Copyright
1990 American Chemical Society.)

heat required for denaturation in the solution droplet.
Ogorzalek Loo and Smith® have also examined the
influence of capillary temperature upon charge state
distributions and did observe a shift in charge state
distribution for electrosprayed cytochrome c at high
capillary temperatures, an indication that these

Chemical Reviews, 1999, Vol. 99, No. 10 3043

solution conditions may lead to ‘solution-like’ dena-
turation.

E. Do Gas-Phase Proteins Retain a Memory of
the Solution Conformation?

There is now strong evidence suggesting that under
some ESI conditions, gas-phase ions retain a memory
of the distribution of conformations that are present
in solution. Ogorzalek Loo and Smith investigated
the proton-transfer reactivity of disulfide-reduced and
disulfide-intact ions of three proteins (o-lactalbumin,
proinsulin, and albumin).®® For a specific charge
state, disulfide-reduced ions are substantially less
reactive than disulfide intact ions. Disulfide-reduced
ions can adopt extended structures that lower Cou-
lombic repulsion. Similar studies of non-disulfide-
bound protein ions (ubiquitin, cytochrome ¢, and
myoglobin) showed no significant differences in the
proton-transfer reactivities for ions formed from
different solution compositions.®® However, several
other studies suggest that solution composition can
influence gas-phase ion conformation for these pro-
teins. Douglas,®” Jarrold,”® and their collaborators
have measured cross sections for cytochrome c ions
that were electrosprayed from different solution
conditions. Both experiments show that collision
cross sections measured for the +9 and +10 ions are
smaller when the solution composition is more aque-
ous and larger when large fractions of nonpolar
solvents are used. Suckau et al. found less extensive
isotopic exchange for low charge state ions when
cytochrome ¢ was electrosprayed from more aqueous
solutions than for high charge states found from
solutions containing a larger fraction of organic
solvent.®

Li et al. have carried out high-pressure ion mobility
studies for ubiquitin ions as a function of solvent
composition and capillary temperature.®® These re-
sults show that the distributions of the gas-phase ion
conformations for all charge states differ depending
on the solvent conditions used; ions from more
aqueous solutions were more compact than those
from solutions containing a significant fraction of
organic solvent. Studies as a function of capillary
temperature showed no significant changes in the
charge state distributions, consistent with the results
of Mirza and Chait.%® However, mobility studies
showed that as the capillary temperature was in-
creased, the ion mobility distributions for different
solution conditions became more similar.1® For some
charge states, elongated conformers were favored
regardless of the initial solution conditions. Similar
work in which ions are injected into drift tubes at
high injection energies (760 eV) also showed favored
gas-phase states that are independent of ESI solvent
compositions.t?! These results show that the condi-
tions of heated capillaries and high injection energies
(as well as other gas-phase perturbations) may cause
gas-phase ions to lose memory of their solution states.
Finally, Williams and co-workers used blackbody
infrared radiative dissociation (BIRD) techniques to
investigate the energetics of noncovalent heme bind-
ing in holo-myoglobin and holo-hemoglobin.%2 They
observed that the ordering of the stability of heme
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attachment was the same in the gas-phase ions as is
observed in solution and that the stabilities decreased
when ions were produced from denaturing solutions.

In summary, it appears that ion structure in the
final stages of ESI are influenced by both the proper-
ties of solution and the nature of the gas-phase ion
that is formed. The solution environment influences
the conformation of the ion in the droplet. As the last
solvent molecules evaporate, the relationship of
stable solution structures to the stability of the gas-
phase conformer and thermochemistry of proton
attachment becomes important in defining the initial
gas-phase structure. In many cases, it appears that
the initial structure is metastable. High-energy col-
lisions or heated capillary interfaces may give rise
to new gas-phase conformations.

[ll. Chemical Probes of Conformation

Once proteins are introduced into the gas phase,
it is possible to select specific m/z ions for exposure
to chemical reagents in order to probe reactivity
patterns. The chemical changes observed provide
information about the properties of the gas-phase
ions, including the types of chemical moieties present
and the conformation. Our discussion of reactivity
studies is divided into three sections: (1) proton-
transfer reactions; (2) isotopic hydrogen—deuterium
(H—D) exchange; and (3) molecular adduction of
solvents to the biomolecular surface.

A. Proton-Transfer Reactivity Studies

Accurate measurements of the kinetics and ther-
mochemistry associated with proton transfer between
peptide and protein ions and small neutral molecules
can be used to extract information about conforma-
tion. These measurements are nontrivial, even for
small ion—molecule systems; large multiply charged
ions present additional challenges. By convention, the
proton affinity (or gas-phase basicity) associated with
a molecule B corresponds to —AH (or —AG) for the
attachment of a proton to molecule B by the reaction
B + H* — BH*. For small molecular ions, a number
of methods have been used to determine proton
affinities (or gas-phase basicities), including equilib-
rium binding studies,1%%1% the kinetic method,'°> and
bracketing.1%6197 Complete discussions of the applica-
tion of all three of these methods for determining
thermochemistry for biomolecular ions has been
given in recent reviews by Harrison?® and Green and
Lebrilla.?> Proton affinities of individual amino acids
and gas-phase basicities for a few small peptides are
discussed in brevity in this section; these values are
of interest because they refine our intuition about
where charges should be located in larger proteins
and the structural features that are associated with
the charged site. Larger systems have been reviewed
by Williams?* and are discussed in more detail below
(section 111.A.3). The interested reader should refer
to the aforementioned reviews?>2¢ for a complete
discussion of this work.

1. Proton Affinities of the 20 Common Amino Acids and
Small Peptides

Extensive work involving measurements of the gas-
phase basicities of individual amino acids has been
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Table 1. Proton Affinities (in kcal mol~') of Common
Amino Acids

amino acids PA2
Gly 211.9
Ala 215.5
Cys 215.9
Asp 217.2
Val 217.6
Glu 218.2
Ser 218.6
Leu 218.6
lle 219.3
Pro 220.0
Thr 220.5
Phe 220.6
Tyr 221.3
Asn 222.0
Met 223.6
Gln 224.1
Trp 226.8
His 236.1
Lys 238.0
Arg 251.2

a All values are taken from the 1998 compilation by Hunter
and Lias (ref 117). A compilation of amino acid proton affinities
based on the 1984 scale of Lias, Liebman, and Levin (ref 116)
is given in a review by Harrison (ref 26). The experimental
values are reported in refs 110, 108, 113, and 114. Values are
listed in order of increasing proton affinity.

carried out.?6:108-115 Some of this work was tabulated
in a 1984 compilation of ion thermochemistry pro-
vided by Lias, Liebman, and Levin;*'6 a more recent
compilation by Hunter and Lias'” is available on-
line.*'®8 A summary of proton affinity data for indi-
vidual amino acids is given in Table 1; values range
from ~212 to 251 kcal mol~1. The proton affinities
for the arginine, histidine, and lysine amino acids are
substantially greater than those for other residues,
consistent with the pK,s for amino acids in solu-
tion.'® The effect of charge stabilization in the gas-
phase amino acids has been considered in detail.
Theoretical studies indicate that with the exception
of arginine, histidine, and lysine, the preferred site
of protonation for the common amino acids is the
N-terminus.26120-123 The large values of the proton
affinities for lysine and histidine (and large entropies,
AS(Lys) = 10.1 cal mol~! K™* and AS(His) = 4.2 cal
mol~! K1) have been interpreted in terms of the
formation of favorable interactions in which the two
amines are associated with the proton, forming a
cyclic structure.'?4125 Intramolecular charge solvation
effects are also an important structural feature of
larger peptide ions.

A number of small singly protonated glycine-based
peptides,?3126-128 nolyalanine, polyvaline, and other
small peptides have also been investigated.'?°~1%2 The
consensus of work on the small homopolymers is that
the preferred site of protonation is the N-terminus.
Table 2 provides a list of measured gas-phase basici-
ties for 34 dipeptides and 16 tripeptides, as well as
several larger peptides.’” The observation that the
gas-phase basicity of peptides generally increases
with increasing chain length can be attributed to
stabilization of the charge through interactions with
other residues. In particular, charge stabilization
associated with interaction of the protonated site
with the electronegative carbonyl groups of other
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Table 2. Gas-Phase Basicities (in kcal mol?) of
Peptides

peptide GB? peptide GB?
AV 208.9 GGA 218.6
DV 208.9 GGP 218.8
GV 208.9 GPG 218.8
VD 208.9 AGG 219.4
VG 208.9 GGL 219.4
VS 208.9 GLG 220.3
GS 210.5 PGG 221.1
LV 211.2 LGG 2215
VA 211.2 HGG 226.1
\AY 211.2 GHG 228.4
VL 211.2 GKG 228.4
SG 211.9 GGK 229.1
SS 2119 KGG 229.1
FV 213.6 GGH 234.1
YV 213.6 GGK 245.8
MV 214.9 GKKGG 241.0
GP 216.4 GKGKG 241.6
PV 217.3 KGGGK 245.7
VF 217.3
VM 217.3 GG 210.8
VW 217.3 GGG 219.1
VY 217.3 GGGG 221.8
VP 219.6 GGGGG 220.1
VE 220.1 GGGGGG 227.1
KV 220.9 GGGGGGG 234.4
VK 220.9 GGGGGGGG 236.8
PG 221.1 GGGGGGGGGG 240.1
PP 225.8 AA 216.4
GK 226.0 AAA 220.9
KG 226.1 AAAA 225.8
GH 228.4 AAAAA 229.9
HG 228.4 AAAAAA 234.5

a All values are taken from the 1998 compilation by Hunter
and Lias (ref 117). A recent review by Harrison (ref 26)
tabulates most of these values based on the 1984 basicity scale
of Lias, Liebman, and Levin (ref 116). Individual experimental
values can be found in refs 114, 123, 126, and 127.

residues is significant.1?2126.127 The high gas-phase
basicities for sequences containing Arg, His, and Lys
is evidence that these groups are the preferred charge
sites.

2. Multiply Charged Peptides and Proteins

McLuckey, Van Berkel, and Glish reported the first
proton-transfer studies for macromolecular ions using
ion trap techniques.'* In this work, different charge
states of cytochrome ¢ were selected in the trap and
exposed to dimethylamine vapor. Rate constants for
proton transfer were found to decrease with decreas-
ing charge state. The authors noted that as charges
are removed, remaining protons will be held more
strongly.

Several groups have initiated proton-transfer reac-
tions by introducing reagents into moderate pressure
regions that are present prior to the mass spectrom-
eter.19%134 Smith and co-workers have developed a ‘Y’
tube inlet reactor, where reagents are entrained in
the flow of gas in the ESI source capillary. This
configuration has been used in a number of studies
to investigate the abstraction of protons from posi-
tively charged ions by neutral bases® and the addi-
tion of protons to negatively charged (deprotonated)
ions by acids.*3 Although the reaction conditions are
somewhat ill-defined (i.e., there is no initial ion
selection and the gas composition is a mixture of
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base, electrospray solvent, and ambient laboratory
air), the proton-transfer reactions compete efficiently
with other processes such as adduction, making this
a relatively simple means of studying ion—molecule
reactions. As mentioned in section Il.E, disulfide-
intact ions are substantially more reactive than
disulfide-reduced ions.*3¢ Disulfide-reduced ions are
free to adopt more open conformations, which can
reduce Coulombic repulsion. Subsequent gas-phase
basicity (section 111.A.3),23” ion mobility cross section
(section 1V.G.2.g9),1% and microscopy ion impact (sec-
tion 1V.H)13%140 studies of disulfide-intact and -re-
duced lysozyme are in agreement with this. Smith
and co-workers have also investigated proton-trans-
fer reactions with charge-transfer reagents having
varying proton affinities as a function of capillary
temperature.'#

3. General Considerations of Apparent Gas-Phase
Basicity Measurements of Multiply Protonated Proteins

Thermochemical values for large multiply charged
ions have been obtained from bracketing measure-
ments involving the reaction

[M+nH]"" +B—BH" +[M+ (n— 1)H](”*1)(+1)

These reactions are influenced by the presence of a
reverse activation barrier that arises due to long-
range Coulomb repulsion of the two charged prod-
ucts. Williams and co-workers have described the
origin of this barrier using the qualitative potential
energy surfaces shown in Figure 3.8 The discussion
given here assumes that AS = 0; thus, the terms gas-
phase basicity (GB) and proton affinity (PA) are
equivalent. While AS is often close to zero for proton-
transfer reactions of singly charged ions (i.e., AH" +
B — A + BH™), AS can be significant for addition of
a proton to a neutral molecule (i.e., B + H* — BH™).

For the surfaces shown in Figure 3, the proton
affinities of the M, A, and B reagents are ordered as
PA(M) = PA(A) < PA(B) and PA(MH") = PA(C).

MH*+A+B+C+H M+ AH* +B+C+H* a

PA(C)
+
PA(A) = PAfyyryye  PAMHD)

=PAM) .
S PA(B) = PA(MH")

;

™

MH,» +A +B+C ! “{Amuuumcu' | b
L T MEI+A:

N \/
\ MH*+A +BH* +C l
c

EI

Energy

YMH M +A+B+C
No Coulomb Repulsion R

MH* + AH*+B+C

Figure 3. Qualitative interaction potentials for proton-
transfer reactions of singly and doubly protonated M and
neutral reference bases (A, B, and C), where M is a
symmetrical molecule with two identical sites of protona-
tion separated by >10 A. The surfaces that are shown
correspond to: (a) reaction of MH* with A, PA(M) = PA(A);
(b) reaction of MH,2* with C, PA(MH™) = PA(C); (c) reaction
of MH»2" with B, PA2PP(MH™) = PA(B); (d) the hypothetical
reaction of MH,2" with A in the absence of Coulomb
repulsion. (Reproduced with permission from ref 83. Copy-
right 1995 American Chemical Society.)
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Proton transfer from MH™" to A is thermoneutral and
proceeds on a totally symmetric surface (Figure 3a).
Proton transfer from MH,?* to C is also thermo-
neutral; however, a reverse activation barrier arises
for the interaction of the MH* and CH* products
because of the long-range Coulomb potential (Figure
3b). Thus, the rate of the forward reaction will be
limited due to the presence of the substantial reverse
activation barrier. Because B has a higher proton
affinity, the overall proton-transfer reaction from
MH_ >" will be exothermic; this lowers the reverse
activation barrier (Figure 3c) and should increase the
reaction rate (relative to proton transfer to A).

The net result of multiple charging is a shift of the
measurable thermochemistry by the Coulomb bar-
rier. Figure 3d shows the surfaces that would be
operative if Coulomb repulsion was neglected. Ther-
mochemistry relative to this surface corresponds to
the intrinsic thermochemistry of the species in the
system. Experimentally, Coulomb repulsion and en-
tropy cannot be removed from measurements; there-
fore, measured values are reported as apparent gas-
phase basicities (i.e., the negative of the free energy
associated with addition of a proton to a reagent M
by the reaction M + HT — MH™).

The presence of the reverse activation barrier
introduces some ambiguity in gas-phase basicity
measurements.?* Bracketing measurements require
the establishment of a cutoff associated with the
minimum rate constant that can be measured for a
thermodynamically allowed process. Below this rate,
the reaction is normally assumed to be endoergic. In
the case of proton transfer between a singly charged
ion and a neutral base, this cutoff is usually clear.
Plots of the reaction efficiency as a function of the
gas-phase basicity of the neutral molecule have
relatively well-defined break points that usually
occur over a few kcal mol=t. The presence of the
reverse activation barrier in the case of multiply
charged ions makes the break point substantially less
clear. Cassady has provided a detailed comparison
of the break points for the +13 charge state of
ubiquitin and for the singly protonated GlySer dipep-
tide.’2 A sharp decrease in the reaction efficiency of
the [GlySer + H]* ion is observed between gas-phase
basicity values of 207 and 212 kcal mol~?. The profile
for the highly charged ubiquitin ion has a break point
that occurs over a substantially larger range; the
curve has an inflection point at 220 kcal mol~* but
continues to decline gradually until 196 kcal mol~1.
Ultimately the choice of break point will influence
the absolute values of the thermochemistry more
than relative values (between charge states). Gronert
has suggested that break points along the reaction
efficiency curve between 0.1 and 0.2 be used.**3

Since the first measurements of apparent gas-
phase basicities for protein ions by Cassady et
al., 144145 this group has studied a number of systems
including different charge states of ubiquitin, insulin
chain B, renin substrate (a tetradecapeptide),'*?> and
several related triply-protonated dodecapeptides
containing 4 Lys and 8 Gly residues of varying
sequence by FTICR techniques.'*® Gas-phase basici-
ties for these systems as well as those discussed

Hoaglund-Hyzer et al.

below are provided in Table 3. Particularly interest-
ing is the observation of multiple reaction rates for
certain charge states of ubiquitin and insulin chain
B. These were interpreted in terms of multiple
isomers (different protonation configurations) or
conformations of the gas-phase ions. For the dodeca-
peptides, the efficiency of proton transfer was found
to depend on the locations of basic residues and
increased in the following order: [(K;G,), + 3H]®T <
[(KGG)s + 3H]*" < [KsGg + 3H]®*". These results
emphasize the influence of Coulomb repulsion on the
efficiency of deprotonation.

a. Information About Conformation and
Charge Shielding. Williams and co-workers have
measured the apparent gas-phase basicities of dif-
ferent charge states of cytochrome c,® lysozyme,'3”
and a number of peptides®?147.14¢ and developed a
model that allows gas-phase basicities for trial con-
formations to be calculated from intrinsic basicities
and the Coulomb repulsion of sites.®? The apparent
gas-phase basicity of the protein is related to the
intrinsic basicity of the site involved in proton
transfer as given by

n q2
GB*P = GBintrinsic,t - - (2)
A1 (Ameg)e T,

where GBintrinsic.t COrresponds to the intrinsic proton-
transfer reactivity of a protonation site t and the
remaining terms account for the sum of Coulombic
repulsion energies experienced by the protonation
site from other protons where ¢, is the permittivity
of free space, ¢ is the dielectric constant, n is the
number of charges on the ion, and r; is the distance
between charges assigned to the i and t locations.
Measurements of gas-phase basicities for peptide ions
allow values of GBinrinsict t0 be estimated.®? The model
implicitly assumes that protonation sites can be
represented as point charges. From eq 2, it is clear
that as protons are removed from a multiply pro-
tonated ion, the basicity of the ion will approach the
value of the intrinsic basicity.'*® By comparing cal-
culated basicities for trial conformations (using as-
sumed values of the dielectric polarizability, ¢;) with
the experimental thermochemistry, it is possible to
propose structural information. Similarly, by assum-
ing a conformation, it is possible to elucidate values
of dielectric polarizabilities. This model does not
explicitly account for the fact that structures may
change when charges are removed.

The first application of this model involved the
proton-transfer reactions of doubly protonated grami-
cidin S.**7 The authors derived a lower limit of 27.9
kcal mol~* for the Coulomb energy associated with
the doubly protonated ion. This value was combined
with geometric information about the distances be-
tween charged residues (using complementary mo-
lecular modeling methods) to deduce an upper limit
for the dielectric polarizability for this ion of 1.2.

Figure 4 shows an extension of this method to
examine the +3 to +15 charge states of cytochrome
.88 The experimental gas-phase basicities are com-
pared with calculated apparent gas-phase basicities
for three different ion conformations: linear extended
conformers, using e, = 2.0; linear a-helical forms,
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Table 3. Apparent Gas-Phase Basicities for Individual Peptide or Protein Charge States

molecule z2 GB(app),? kcal mol

FYGPV® 234.3
YDWGFM¢ 234.3
CYIQNC® 237.4
GAGGVGKS® 241.5
YGGFLK® >243.3
gramicidin S¢ 219.1
RSTH 221.6
205.3
<195.6
>232.6
212.2
203.4, 0.68°
204.1, 0.32¢
198.2, 0.38°
203.4, 0.62¢
208.7
202.8
209.6
202.8
207.3
187.3
224.0(0.62)
231.5(0.30)
>232.6(0.08)
4 224.0(0.59)
227.0(0.41)
5 224.4(0.80)
225.1(0.20)
6 218.1
7
8
9

insulin chain B¢

(KGG)4€
(K2Ga)2€
K4Gse

WWNWNWNAEARWWNRFRWNE

ubiquitin (bovine)?

211.8
211.7
211.8
10 2115
11 205.6(0.50)
208.9(0.50)
12 205
cytochrome c (horse)f 3 234.3
4 234.3
5 228.1
6 228.3
7 223.3
8 219.1
9 216.2
10 216.2
11 212.2
12 212.2
13 206.3
14 206.3
15 191.5
disulfide-intact disulfide-reduced
234.3(0.46) 241.5(0.55)
234.3 238.6
234.3 234.3
234.3 229.3(0.51)
234.3(0.49)
229.3(0.7) 229.3(0.7)
234.3(0.3) 234.3(0.3)
226.4(0.9) 223.3(0.2)
229.3(0.1) 226.5(0.4)
229.3(0.4)
9 223.3(0.85) 206.3(0.3)
229.3(0.15) 214.7(0.7)
10 219.1 201.0(0.6)
211.2(0.4)

lysozyme (hen egg white)?

o] ~ oUW

11 216.2(0.1)
219.1(0.7)
223.4(0.2)

12 214.7(0.4)
219.1(0.6)

13 214.7

14 211.2

15 211.2

2 Protonation state. ® Measured value of apparent gas-phase basicity. If multiple reactive conformations were observed, the
fraction of the population having the listed gas-phase basicity is given in parentheses. The basicities given here are based on the
scale of Lias, Liebman, and Levin (ref 116). ¢ Schnier et al., ref 82. 4 Zhang and Cassady, ref 142. Values were converted from
apparent gas-phase acidities, GA(app) (as originally reported) by using the simple relation GB(app)[M + (n — 1)H]"Y* = GA(app)[M
+ nH]"". RST = renin substrate tetradecapeptide. ¢ Cassady et al., ref 146. f Schnier et al., ref 83. 9 Gross et al., ref 137.
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Figure 4. Apparent gas-phase basicity as a function of
charge state for cytochrome c¢ ions, measured (®), and
calculated assuming three different ion conformations:
linear extended (e = 2.0, O; GBintrinsic: 4), linear a-helix
(er = 4.1, O), and the X-ray crystal structure (e, = 2.0, 4).
The dashed line indicates the gas-phase basicity of metha-
nol (174.1 kcal mol~1), and the dash—dot line indicates the
gas-phase basicity of water (159.0 kcal mol~?). The origin
of the dip in GBintinsic at N = 15 is deprotonation of
backbone sites in the lowest energy configurations for this
charge state. (Reproduced with permission from ref 24
which was adapted from ref 83. Copyright 1996 John Wiley
& Sons.)

using - = 4.1; and the X-ray crystal structure, using
¢ = 2.0. The authors note that in order for the crystal
model to fit the experimental results, a value of ¢, =
12 + 2 is required. Comparisons with theoretical
values of ¢, = 2—4 for protein cores!®*!5! |ed the
authors to conclude that values of ¢, = 12 are too high
to fit the data. On the basis of these results, the
authors were unable to distinguish between helical
(er = 4.1) and linear string (¢ = 2.0) forms and
postulated that a structure that was intermediate
between these forms would also be consistent with
these results. The authors indicated that because the
data for all charge states can be reproduced by their
model using one conformation and a single ¢, value,
all charge states have a common ion structure.
However, they also noted that tertiary structure
could exist in lower charge states. These compact
conformers would require a higher ¢, value. The latter
interpretation (i.e., that compact conformers at lower
charge states have higher values of ¢) is most
consistent with measurements of collision cross sec-
tions (sections IV.G.1 and 1V.G.2) and H—D isotopic
exchange studies (section 111.B.2) for cytochrome c.

If one assumes that the different ion charge states
in Williams’' studies have cross sections that are
similar to those from ion mobility work, then it
appears that eq 2 predicts higher values of ¢, for low
charge state ions than would be expected from
calculations of protein cores. Recent work on peptides
indicates that charges are highly solvated by elec-
tronegative residues, consistent with this idea.5>-15
The combined measurements of gas-phase basicity
and cross sections (section 1V.G.2.g) suggest that
charges in compact conformations of low charge
states of proteins are also heavily shielded. Detailed
delineation of the important interactions that shield
charges for different charge states and conformations
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of gas-phase proteins should provide insight into
interactions of charges in condensed phase systems.

Gas-phase basicities of the [M + H]", [M + X],
[M + 2H]*, and [M + H + X]?* ions of gramicidin S
(where X = Li, Na, or K) have also been reported.'*8
The rate of proton-transfer from [M + H + X]?" to
dipropylamine was shown to decrease with increasing
size of the attached alkali cation; the authors inter-
preted this as an indication that the each metal
cation was similarly attached on the external surface
of the cyclic peptide structure.

b. Evidence for Protein Folding Transitions.
Gross et al. extended comparisons of calculated and
experimental gas-phase basicities to investigate the
conformations of disulfide-intact and disulfide-re-
duced lysozyme ions.'¥” Measurements of charge-
transfer reaction kinetics indicated that multiple
structures within individual charge states were
present. For the +9 and +10 charge states, the gas-
phase basicities for disulfide-reduced ions were sub-
stantially greater than values for the disulfide-intact
ions. Comparison of the experimental gas-phase
basicities with values that were calculated for ex-
tended linear string models and the lysozyme crystal
coordinates showed that high charge states of the
disulfide-reduced ions have open conformations. Lower
charge states for disulfide-intact ions were in better
agreement with more compact structures. When
protons were removed from high charge states of the
disulfide-reduced ions, charge states below +8 were
measured to have similar (or indistinguishable) re-
activities. This indicated that the once extended
forms of disulfide-reduced ions had transformed into
more compact conformers by folding in the gas phase.
The results are particularly important because the
folding has occurred in the complete absence of
solvent. In this case, the driving force for folding is
the relief of repulsive Coulombic barriers by the
removal of charges. Measurements of collision cross
sections recorded by Valentine et al. for disulfide-
intact and -reduced lysozyme after ions were exposed
to proton-transfer reagents (discussed in detail in
section 1V.G.2.g)'%8 corroborate many of the ideas
proposed by Gross et al.

B. Hydrogen—Deuterium Exchange as a Probe of
Gas-Phase lon Conformation

Isotopic H—D exchange of peptides and proteins in
solution can be monitored by a number of techniques
including NMR and MS and has recently been used
to infer information about folding.*® Several discus-
sions covering the application of MS for studies of
H—D exchange of proteins in solution have been
given.16-162 In this section, the use of H—D exchange
as a probe of gas-phase ion conformation is described.
This work is deeply rooted in fundamental studies
involving smaller ion—molecule systems.163164 |n
particular, the mechanism of H—D exchange has
been investigated previously and has been reviewed
in detail by Green and Lebrilla.?> Here, we provide a
brief discussion of the exchange mechanism and focus
on work involving larger protein ion systems. The
experimental work involving H—D exchange of pro-
tein ions in the gas phase shows that this method is
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a tremendously sensitive probe of structure. How-
ever, at this stage, the mechanism of exchange in
these larger systems remains largely unknown. For
example, in large proteins it seems likely that in-
tramolecular scrambling (which will depend on the
locations of charged sites and conformation of the
protein) will play an important role in establishing
the maximum exchange level. Because of this, the
relationship between exchange level and conformer
shape (i.e., the accessibility of sites for exchange
imposed by the conformation) remains elusive. That
said, the method is evolving rapidly; as new MS
techniques for determining sites of exchange emerge,
it is likely that the approach will be sensitive to
subtle details of gas-phase conformation.

1. Small Peptides and Exchange Mechanism

In the generally accepted mechanism for gas-phase
H—D exchange between a small ion and a deuterated
reagent molecule, exchange occurs via a three-step
process such as that depicted by the qualitative
energy diagram shown in Scheme 1 (Reproduced with

Scheme 1
SH* + RD==SH*RD == S"RDH* ==SD*RH ==SD* + RH

AHC(:amplw( !

permission from ref 25. Copyright 1996 John Wiley
& Sons).?® In this diagram, the reagents SH™ and RD
interact to form a long-lived collision intermediate
(SH*+-+RD). Intramolecular proton transfer within
this intermediate forms the S---*RD intermediate,
which upon dissociation can lead to isotopic scram-
bling (SD™ + RH) or the original reagents (SH* +
RD). Except for small differences associated with
zero-point energies of the deuterated and nondeu-
terated forms of the reactants and products, the
overall process is thermoneutral. The difference in
proton affinities of the S and R reagents influences
H—D exchange because this affects the stability of
the S--*H'RD intermediate necessary for isotopic
scrambling. For small molecules, H—D exchange is
facile when the difference in S and R proton affinities
is less than ~20 kcal mol=2.2°

A number of studies involving amino acid and
peptide ions, including those by Beauchamp,65166
Fenselau,'®” Lebrilla,'%81%° and their collaborators,
have shown that facile exchange can occur when
substantially larger proton affinity differences (>50
kcal mol~?) exist. This has been rationalized by noting
that hydrogen bonding can stabilize intermediates.
The exchange mechanism for amino acids and small
peptides has been investigated extensively by Leb-
rilla’s and Beauchamp’s groups. Gard et al. have
proposed that exchange of amino acids with deuter-
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Scheme 2

ated methanol may involve extensively hydrogen
bonded intermediates such as that shown in Scheme
2 (Reproduced with permission from ref 168. Copy-
right 1998 Elsevier.) for glycine.'6816% FTICR and
semiempirical calculations for exchange of glycine
oligomers containing 1—5 residues with D,0, CD3;0D,
CD3;COOD, and NDj; have been used to examine
several types of mechanisms.'6516 Of particular
interest to larger systems are results for D,O in
which a relay mechanism, where the D,0O shuttles a
proton from the N-terminus to a slightly less basic
site in the molecule was proposed. Wyttenbach and
Bowers'’® have recently used this mechanism to
explain Zhang's and Marshall's FTICR results for
exchange of bradykinin with D,0.'"* This work as-
sumes that exchange occurs on the peptide surface
and requires distances between the charged site and
the less basic site of less than 4 A. When the
deuterated solvent bridges these sites, it abstracts
the proton and a deuteron is shuttled to the less basic
site. An important feature of this mechanism was the
development of a molecular modeling based algo-
rithm for determining surface availability as struc-
tures fluctuate. This allows all protonation sites to
be accessed over the long (2 h) experimental time
scales. Recently, Lee et al. have used crown ether
complexation to restrict the participation of the
charged site in exchange.'”? These studies implicate
a salt-bridge mechanism in which the charged site
plays an ancillary role in exchange by stabilizing the
ion pair.

2. Multiply Charged Peptides and Proteins

Isotopic H—D exchange methods have recently
been applied to a number of peptide and protein
systems in order to investigate ion conformation.
Smith and co-workers investigated deuterium incor-
poration by electrospraying disulfide-intact and -re-
duced forms of proinsulin and a-lactalbumin.® These
ions were exposed to D,O vapor as they traveled
through the desolvation region of the ESI source. The
different levels of exchange that were observed were
interpreted in terms of the reactivities of the disul-
fide-intact and -reduced ion conformations. Interest-
ingly, ions with intact disulfide bonds (which are
expected to have compact conformations) exchanged
more hydrogens than ions with disulfide bonds
reduced (which were expected to have more open gas-
phase conformations). The authors speculated that
the reactivity of the compact conformers was greater
because of the increased Coulomb energy. These
arguments are consistent with the discussion of the
idea that increased Coulomb repulsion would lower
the ion’s proton affinity (as discussed in section
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Figure 5. FTICR isotopic peak distributions for various charge states of electrosprayed equine cytochrome c. (A) Typical
precursor [M + nH]"" (most abundant isotopic peak contains seven 13C atoms and 56Fe). (B) Spectrum observed after
exchange with gaseous D,0, and (C) data recorded after ions have been exposed to IR irradiation or charge stripping (CS).
(D) Spectrum obtained following quadrupolar axialization collisions. (Reproduced with permission from ref 175. Copyright

1993 Dover.)

111.A.3);82 the lower difference in proton affinities for
the compact conformer and D,O would decrease the
barrier to exchange as shown in Scheme 1.

In 1993, McLafferty and co-workers used FTICR
techniques to investigate the conformations of five
proteins (cytochrome ¢, ubiquitin, myoglobin, and two
forms of RNase); trapped ions were exposed to dilute
concentrations of D,O vapor (ca. 10~7 Torr), and
exchange levels were monitored for extended time
periods (seconds to 30 min).*® The most extensive
studies were performed for cytochrome c; the neutral
protein has 198 heteroatom hydrogens. These experi-
ments provided evidence for distinct gas-phase con-
formations that were stable over the extended time
scale of the experiment. In the initial report, four
stable gas-phase conformers were observed over the
range of charge states (+6 to +16) that were exam-
ined. These studies were both inspiring and contro-
versial; the ability to investigate conformations of
solvent-free proteins over extended time periods in
such detail was unprecedented. The authors inter-
preted their results as an indication that there was
a direct correspondence between the gas-phase ex-
change levels and known solution conformers. In a
later paper,'”® McLafferty et al. concluded that there
were no close similarities between gaseous and
solution cytochrome ¢ conformers. Another important
result of the initial study was that H—D exchange
levels were relatively insensitive to the ion charge
state, an indication that the gas-phase conformations
were not influenced substantially by changes in
Coulomb repulsion. This result seemed to conflict
with cross-section measurements of Covey and Dou-
glas near the same time (section 1V.G.1)®” which
showed that conformations expand with increasing
charge. Later, combined H—D exchange ion mobility

studies found that exchange of elongated confor-
mers was independent of charge state even when
cross sections increased by more than 20% (section
IV.G.2.h).t74

Wood et al. reinvestigated the cytochrome c system
in order to explore how physical and chemical per-
turbations of the ions influence conformation.”™ This
study used a new experimental apparatus, and the
exchange levels that were measured were higher
than in the initial study. Some of the results that
were found upon exposing ions to various perturba-
tions are shown in Figure 5 as a plot of the number
of hydrogens that have exchanged. Part A shows
typical isotopic distributions for several charge
states: +9, +13, and +17. The results obtained after
exposure of ions to D,O vapor are shown for the +7
to +17 charge states in part B. The data for the +7
charge state shows that a wide range of exchange
levels are observed (from ~90 to 130). Higher charge
states show evidence for well-defined exchange levels
for multiple conformations; for example, the +11 to
+13 charge states each show two resolved features
that exchange ~102 and ~124 sites. Part C shows
the exchange levels that are observed after ions have
been exposed to either infrared laser radiation or to
butylamine (which leads to proton-transfer reac-
tions). When the +13 state was exposed to infrared
radiation, only a single exchange level (centered at
~132 exchanged sites) was observed. The authors
interpreted this result as an indication that the ions
have undergone unfolding transitions, similar to
thermal denaturation in solution; still higher levels
are observed after ions are exposed to quadrupolar
axialization collisions (Part D). When protons are
stripped from high charge states (such as the +15
state shown in part C), the new lower charge state
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ions that are formed favor states that exchange at
substantially lower levels. These results indicate that
the ions have undergone folding transitions. Subse-
guent ion mobility studies of cytochrome c also found
evidence for multiple stable conformations and evi-
dence for folding and unfolding transitions.'’* Ob-
servations of folding and unfolding transitions in this
unusual environment and the plethora of powerful
laser, collisional, and reactivity strategies associated
with MS opened up a wide range of new opportunities
for understanding solvent and intramolecular con-
tributions to conformation and folding.5”

Several additional studies showing evidence for
multiple stable conformer forms of peptides and
protein ions have been presented. In further studies
of cytochrome ¢, McLafferty et al. investigated the
temperature dependence of exchange and proposed
locations of exchange sites based on MS/MS experi-
ments.'”® Cassady’s*® and Marshall’s'’® groups have
investigated ubiquitin and found evidence for mul-
tiple conformations. Evidence for unfolding transi-
tions that occur as a function of ESI capillary
temperature, which bear remarkable similarity to ion
mobility results (section 1V.G.2.g), have been pre-
sented.'’® Freitas et al. have investigated the ex-
change levels for several peptide ion systems and
noted that the reproducibility of three experiments
on separate days is better than £10%."7 So far, most
H—D exchange results (and also ion mobility results)
for peptides smaller than ~10 residues behave as
though a single conformation is favored (i.e., there
is no direct evidence for multiple resolvable features
associated with different stable conformers). Of par-
ticular interest are results for the angiotensin 11
peptide (L-Asp—Arg—Val—-Tyr—lle—His—Pro—Phe)
which shows two types of exchange processes, indi-
cating that two stable conformations are present.
Recent ion mobility data for angiotensin Il show that
two conformations can be resolved.'”® Finally, H—D
exchange has recently been applied to studies of
negatively charged oligonucleotides.79:180

C. Capture of Target Molecules by Peptide lons

Initial insight into the conformation of peptide ions
came from the observation that small polypeptide
ions could capture target gases at moderate collision
energies (12—24 eV in the center-of-mass frame) by
Cheng and Fenselau.*®! These studies came about at
a time when several groups had shown that Cgo"
could incorporate target molecules during high-
energy collisions.'827184 The authors interpreted the
observation of target capture by peptide ions as
evidence that gas-phase polypeptide ions are self-
solvated, leading to conformations that approach
spherical shapes. They referred to this shape as a
“loose-woolen ball”. This interpretation was an im-
portant first step in understanding that peptide ions
did not have floppy string-like structures.

D. Molecular Adduction

Arguably the most relevant noncovalent adduct
that can be investigated in the gas phase is the
partially solvated biomolecule produced by ESI. By
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Figure 6. FTICR mass spectra showing water clusters
detected at various delay times for gramicidin S. Solution
contains 50 uM analyte in 0.01% acetic acid solution. Magic
number clusters are observed with n = 40 (where n is the
number of adducted waters) often being most prominent
in the mass spectra. (Reproduced with permission from ref
75. Copyright 1998 American Chemical Society.

varying the temperature of the ESI capillary, Wil-
liams and co-workers were able to control solvent
adduction to gramicidin S {a cyclic decapeptide,
(—Pro—Val—0Orn—Leu—D—Phe—),, where Orn corre-
sponds to ornithine [R = (CH)sNH3™]}.7 In this
study, mass spectra were recorded using a quadru-
pole mass filter. lons were observed with as many
as 50 water adducts having an intensity distribution
that was approximately Gaussian. Some mass spec-
tra revealed the presence of “magic” numbers of 8,
11, and 14 water molecules attached to the peptide,
suggesting that favorable arrangements of water
molecules can solvate the charge and peptide surface.

Beauchamp and co-workers have also investigated
highly solvated states of gramicidin S by trapping
ions for extended timeperiods (1—118 s) in a temper-
ature-controlled high-resolution Fourier transform
MS cell.” Figure 6 shows mass spectra of solvated
ions that were observed. The authors provide a
detailed discussion of the ‘gentle’ source conditions
that were used to make these ions. At long times,
they also observed the magic numbers reported by
Williams;™ however, at short trapping times and low
cell temperatures, many larger adducts were ob-
served. As solvent evaporates, peaks corresponding
to doubly charged ions with 40 waters attached are
especially prominent. Theory and experiment have
previously shown that proton-bound water clusters,
H3;0*(H»0), (where n is the number of water mol-
ecules associated to a central hydronium ion), should
be especially stable when n = 20, because a clathrate
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Figure 7. Proposed structures for (a) doubly protonated
hydrated gramicidin S in which both protonated ornithines
comprise part of a pentagonal dodecahedron clathrate
where n = 40 and (b) doubly protonated anhydrous grami-
cidin S in which one of the protonated ornithines is tucked
into the ring and stabilized by hydrogen bond formation
with the amide carbonyl oxygens. (Reproduced with per-
mission from ref 75. Copyright 1998 American Chemical
Society.)

pentagonal dodecahedron structure can be formed
around the hydronium ion.1518 At n = 20, a com-
pletely closed shell with no defects (and relatively
high stability) can be formed. In the case of grami-
cidin S, the stability of the 40 water magic number
was proposed to arise from the inclusion of each
protonated ornithine as a part of a clathrate. A
structure that was proposed by the authors is shown
in Figure 7a. The closed nature of the 20 water
clathrate structures leads to a relatively stable pep-
tide structure associated with 40 water adducts.
Peaks in the mass spectrum for other sizes were less
prominent because the partially closed clathrate
structures contain defects, making them less stable.
Comparison of the solution modeling results in
Figure 7b with those for the 40 water adduct show
that the solution structure is largely retained for
solvent shells of 40 or more waters; below this critical
solvent level, the transition from solution to gas-
phase structure ensues and at least one charged
ornithine residue collapses into the ring.

Studies of adduct formation with species other than
water have also been carried out. Stephenson and
McLuckey have exposed charge state distributions
of ubiquitin ions to hydroiodic acid and reported
adduction rate constants.'®” The highly protonated
ions are found to be amphoteric, adsorbing HI at
levels that increase with decreasing charge state. The
authors considered the possibility that HI might
bridge across a charged and noncharged basic residue
pair in a salt-bridged configuration; however, the
observation that the level of adduction increases with
decreasing charge state makes this unfavorable, both
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energetically (for addition of HI molecules) and
entropically.*®” Subsequent work showed that for
oligopeptide ions over a range of sizes, the sum of
adsorbed HI molecules and the ion charge state is
equal to the number of basic Arg, Lys, His, and
N-termini.'® These studies indicate that the HI
adducts are bound to nonprotonated basic sites. The
ability to examine nonprotonated sites is highly
complementary to proton transfer and H—D ex-
change methods, and the authors have discussed the
idea that adduction rate constants should depend on
conformation.*® So far, no studies of the kinetics of
adduction to ions that are believed to have vastly
different gas-phase conformations have been re-
ported.

Zhan, Rosell, and Fenn have recently reported
some early results involving the solvation of leucine—
enkephalin by water and several alkanols (methanol,
ethanol; 2-propanol; and n-, iso-, and tert-butyl
alcohol).’® In these studies, ions are exposed to
solvent in an interface region between the ESI source
and the mass spectrometer. An interesting finding
was that some doubly charged dimers (originally
hidden in the mass spectrum) were exposed upon
solvent uptake. The observation that multiply charged
peptide multimers could be hidden in mass spectra
has recently been reported using ion mobility tech-
niques.’® A number of other interesting structural
adducts involving peptides bound to metals, cyclo-
dextrins, and crown ethers have been observed; these
are discussed in recent reviews of noncovalent ESI
complexes.62:191,192

IV. Physical Methods for Probing Biomolecular
lon Structure

The categorization of a method as physical indi-
cates that the molecule has not been altered chemi-
cally in order to discern the structure. Generally, MS
methods for probing gas-phase ion structure are
carried out by monitoring fragmentation patterns
that are observed when ions are subjected to high-
energy collisions or laser irradiation. Several impor-
tant observations regarding the noncovalent struc-
tures of ions have been made with this approach.
Most of the discussion in this section is associated
with several methods that probe the overall shape
of the intact parent ion.

A. Collision-Induced Dissociation (CID) Studies
Designed To Locate Charge Sites

When ions are accelerated to elevated Kinetic
energies and exposed to a collision, it is possible to
induce fragmentation. The differential pressure re-
gions associated with most ESI conformations are
well-suited for collisional activation.'*® Early work on
the mechanism of peptide ion dissociation carried out
at keV collision energies showed that fragmen-
tation patterns could be dominated by charge re-
mote fragmentation processes.'® At low collision
energies, fragment formation is directed by the
location of the charged site.'®® The presence and loca-
tion of basic residues in the sequence of peptides has
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a pronounced effect on the dissociation pattern 19419
Wysocki and collaborators have used surface-induced
dissociation (SID) methods'®’ to study the energetics
of peptide fragmentation.’%-200 Information about the
location of protons can be obtained by comparing the
energetics and efficiency of fragmentation channels
of related sequences or those that have been modified
to prohibit charge localization (e.g., acetylation of
specific basic sites). For example, the onset of dis-
sociation channels for peptide sequences having basic
Lys or Arg residues occurs at higher energies than
for sequences with no basic residues.’®® The highly
localized proton requires more energy to become
accessible for charge-directed fragmentation in other
regions of the peptide than weakly bound protons
associated with less basic sites. Vachet, Asam, and
Glish have proposed that the inability of protons
associated with Arg-containing peptides to facilitate
fragmentation at low collision energies results from
a local structure where the charge site is stabilized
by an intramolecular hydrogen bond associated with
the adjacent backbone carbonyl group.?®* In se-
guences where the Arg residue is immediately fol-
lowed by a Pro residue, charge-directed fragmenta-
tion was substantially enhanced because of steric
inhibition of hydrogen bond formation.

B. Collision-Induced Dissociation as a Probe of
Gas-Phase Protein Conformations

Differences in collision-induced dissociation pat-
terns have also been used to demonstrate that gas-
phase conformations of large protein ions must have
different conformations. Loo, Edmonds, and Smith
have used triple quadrupole techniques to examine
the fragment ions of disulfide-intact and -reduced
ribonuclease A.2°2 The substantial differences in
fragment ion intensities and identities were at-
tributed to differences in the structures of the gas-
phase ions with and without the disulfide linkages.
In other studies, Wu et al. have examined the
fragmentation patterns of bovine, tuna, rabbit, and
horse cytochrome c by collision-induced dissociation
in an FTICR.2% The +15 charge state of each protein
displayed substantially different fragmentation pat-
terns even though there are only minor sequence
differences in these related proteins. Variations in
these 104 residue sequences by only three residues
led to dramatic changes in the dissociation patterns.
The authors suggested that the dissociation process
was influenced by the conformation of the gas-phase
ions and noted differences in the crystal forms of the
proteins that are also apparent.

An interesting outcome of charge-solvation has
been reported by Zubarev et al.?®* Exposure of
multiply protonated proteins to low-energy electrons
leads to electron capture and charge neutralization.
The resulting ions preferentially dissociate to form ¢
and z ion products, rather than the b and y products,
which are typical of CID. The authors invoke the
solvated nature of the initial protonated site to
explain this behavior. An electron approaching an A-
-«H*---B charge site will attach at the site having a
greater electron affinity. In the case of protonated
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amine/amide groups solvated by carbonyl groups, the
*C—OH radical is preferred, facilitating preferential
¢ and z ion formation.

C. Photodissociation and Spectroscopic Probes

Photodissociation and photoionization techniques
are well-established methods for probing the geom-
etries of small molecules.?952% Spectroscopic probes
of the conformations of protein ions have not been
conducted. One can speculate that a combined site-
specific mutagenesis/fluorescence quenching strategy
would be a viable means of obtaining additional
information about gas-phase ion structure. This
approach has been used to follow folding in solu-
tion.?%” The ability to resolve rotational bands allows
precise determination of geometric structures and
bond distances.?%82%° Photoexcitation with ultraviolet
and infrared lasers has been used to induce frag-
mentation and generate sequence information for
macromolecules, including proteins?!® and DNA frag-
ments.?11212 Multiphoton infrared dissociation was
combined with CID techniques in high-resolution MS
studies of a 50-residue DNA strand, making it
possible to deduce the complete sequence.?1%.212

D. Blackbody Infrared Radiative Dissociation
(BIRD)

Recently, FTICR techniques have exploited the
blackbody radiation from the ICR cell as a means of
inducing dissociation. Dunbar, McMahon, and their
collaborators showed that the rates of dissociation for
small ions that were trapped at low pressures were
characteristic of the ICR cell wall temperature.?13214
This result is remarkable because these studies are
carried out at low pressures, indicating that the
molecules were in thermal equilibrium with black-
body radiation associated with the cell walls. Wil-
liams and co-workers applied this technique of black-
body infrared radiative dissociation (BIRD) to investi-
gate the fragmentation pathways and energetics of
macromolecular ions. The first study by Price, Schni-
er, and Williams gave a detailed account of the
pressure dependence of their dissociation rate con-
stants for macromolecular ions.?'> Below 107 Torr
they observed that dissociation rate constants were
independent of pressure, indicating that the ions
were activated by absorption of blackbody radiation
that was emitted from the ICR cell walls. The authors
reported that the observed fragments as well as
activation energies for dissociation depended upon
the ion charge state and ascribed this to differences
in Coulomb repulsion and conformations of different
charge states.

Schnier et al. used the BIRD technique to study
conformations of bradykinin (Arg—Pro—Pro—Gly—
Phe—Ser—Pro—Phe—Arg) and a series of its ana-
logues in order to investigate the possibility of
intramolecular proton transfer from the acidic car-
boxy terminus (or the Ser residue, a less likely donor)
to one of the more basic Arg residues or N-terminal
amino group.?'® The activation energies and Arrhe-
nius preexponential factors, A, for bradykinin (and
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several other variants) were found to be substantially
greater (1.0—1.4 eV and 10° — 10%?, for E, and A,
respectively) than those for methyl ester analogues
(0.6—0.8 eV and 10° — 107, respectively) in which the
acidic sites were blocked with respect to intramo-
lecular proton transfer by methylation.??” Addition-
ally, the dissociation products for the parent peptide
ions and the methyl ester analogues differed. The
major dissociation channels of bradykinin and other
variants where the carboxyl terminus was not meth-
ylated involved loss of NH3; the corresponding methyl
esters of these peptides dissociated primarily by loss
of CH3OH. The authors considered several explana-
tions for the changes in Arrhenius factors and dis-
sociation channels. In the end, the decreases in
activation energies observed for the methyl ester
analogues were explained by noting that methylation
eliminates the possibility of salt-bridging, leading to
a conformation that is destabilized relative to the
transition state for dissociation. The higher pre-
exponential factor for bradykinin suggests a ‘loose’
transition state in which both Arg residues partici-
pate in the elimination of NHs; the lower value
observed for the methyl ester (and favored methanol
loss) suggests that this structure does not involve
close interaction of both arginines. Scheme 3 (Repro-

Scheme 3

duced with permission from ref 216. Copyright 1996
American Chemical Society.) shows the proposed salt
bridge structure for bradykinin in which the depro-
tonated carboxylic acid is located between the two
protonated Arg residues. The authors have oriented
the electronegative carbonyl groups along the back-
bone of the peptide in the direction of the protonation
sites because this should stabilize the net +1 charge,
in accord with calculations reported by Bowers’ group
(section 1V.G.2.1).

E. Thermal Dissociation at High Pressures

Several recent studies have measured unimolecu-
lar rate constants for ion dissociation by using the
heated ESI capillary as a reaction cell. Arrhenius
plots of the data allow measurements of the Arrhe-
nius activation barriers and preexponential factors.
Rockwood et al. were the first to report that this
method could be used to induce dissociation of mac-
romolecular ions.?*® Busman, Rockwood, and Smith
used this approach to study the dissociation energies
of +3 to +6 charge states of melittin.?*® The barriers
to unimolecular dissociation were found to decrease
with increasing charge state and indicate that high
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charge states are destabilized by increased Coulombic
repulsion energy. Wysocki and co-workers have used
this approach to obtain activation energies for com-
parison with surface-induced dissociation studies.??°
Although only a few studies have been done to date,
it seems likely that the simplicity of this approach
will make it useful as a rapid means of sampling gas-
phase ion stabilities. The stability of noncovalently
bound ions can be assessed with the method.??°

F. Kinetic Energy Release Distributions (KERD)

Mass-analyzed ion kinetic energy spectrometry
(MIKES) is a classical MS technique??* that has
recently been used to provide information about
intercharge distances,®1222-224 an important con-
straint in multiply-charged peptide ion conformation.
In these experiments, the kinetic energy that is
released when multiply charged ions undergo spon-
taneous unimolecular dissociation is measured. Ex-
ample MIKE spectra associated with the bs" and y,"'*
fragment ions formed upon unimolecular dissociation
of doubly-charged angiotensin Il are shown in Figure
8.222 The characteristic “dish topped” shape associ-
ated with the kinetic energy release distribution
(KERD) for the fragment ion peak indicates that a
substantial kinetic energy is imparted to the products
during dissociation.
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Figure 8. MIKE spectra of the bg* and y,"* fragment ions
produced by the unimolecular dissociation of doubly charged
angiotensin Il ions. (Reproduced with permission from ref
222. Copyright 1996 American Society for Mass Spectrom-
etry.)
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The average kinetic energy released is approxi-
mately??!

zZmieV  (AE)?

KERave = 16z,;m,m; g2

3)

for a precursor ion having mass m; and charge z; and
product ions having masses of m, and ms and charges
2, and (z1 — zy), respectively. E is the value measured
at the center of the kinetic energy distribution for
the precursor ion; AE is the peak width at half-
maximum for either of the product ions; e is the
charge of an electron; and V is the acceleration
voltage. The source of kinetic energy associated with
the center of mass of the product ions is the relief of
electrostatic repulsion between charges at the transi-
tion state; thus, Coulomb repulsion energies can be
estimated from the data. Kaltashov and Fenselau
have shown that the energy released appears to be
independent of source conditions,??® consistent with
the notion that the method probes the transition-
state structure.

Structural information is obtained by comparing
experimental Coulomb repulsion energies to values
that are estimated for trial structures. The dynamics
of the dissociation process are not rigorously included
in the analysis. Additionally, it is assumed that
charges interact through the vacuum such that the
dielectric polarizability of the system is 1.0. This
assumption may not be appropriate because self-
solvation of charged sites may shield charges.

1. Stability of the Melittin a-Helix in Solution, Crystal, and
the Gas Phase

The KERD method has been used to investigate
the structure of gas-phase melittin, a 26 residue
peptide that is helical in a wide range of solution
environments??® as well as in the crystal form.??’
Kaltashov and Fenselau determined a value of 1.25
+ 0.12 eV for the kinetic energy released upon
dissociation of triply charged melittin to form the
y18>T and yi0%" ions.??* This value was compared to
values of the Coulomb energy calculated for several
trial conformations. A trial helix, generated by mo-
lecular modeling (where polar side chains were
solvated by backbone carbonyl groups and charges
were located at basic residues), was determined to
be 1.26 £ 0.06 eV, in close agreement with the
experimental value. A value of 1.15 eV was calculated
for the crystal form, and 0.52 eV was determined for
a fully extended linear string conformation. From the
comparison of experimental and calculated Coulomb
repulsion energies, the authors concluded that the
structure of triply charged melittin at the transition
state has an overall shape that is similar to that of a
helix. The network of hydrogen bonds associated with
the helix should be energetically favorable.

The first evidence for a helical structure in the gas
phase for the dissociative transition state of melittin
is significant because it links solution and gas-phase
structure for a ubiquitous structural element. How-
ever, the interpretation of structure from KERD data
is not unambiguous. If higher values of the dielectric
polarizability are used in the calculation of Coulomb
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energies, closer distance constraints between charges
would be imposed on the transition-state conformer.
In this case a more compact conformation would be
required to reproduce the experimental result. Ad-
ditionally, those ions that can dissociate during the
microsecond time scales of these experiments must
have relatively high internal energies; it seems likely
that other nonhelical structures (having similar
charge positions at the transition state) also contrib-
ute to the KERD spectrum. It is not easy to test the
validity of this approach because there is virtually
nothing known about the structures of biomolecular
ions during dissociation. One check comes from
subsequent ion mobility measurements of the colli-
sion cross section for this ion. These experiments also
suggest that triply-charged melittin has a helical
conformation (even though the latter measurement
should probe a distribution of stable conforma-
tions).??8 Thus, there is evidence that the helicity of
melittin that is observed in a wide range of solvents
and in the crystal may also be prevalent in a range
of stable and metastable gas-phase states.

2. Evidence for Persistence of Multistrand S-Pleated
Sheets

In recent work, Li, Fenselau, and Kaltashov have
used KERD to examine the gas-phase conformations
of sequences that exist as single p-strands and
multistrand j-pleated sheets in solution.??® Se-
guences having single g-strand solution structures
were found to form compact gas-phase ion conforma-
tions; the authors reported that sequences having
multistrand S-pleated sheet conformations in solution
were likely to retain this type of structure in the gas
phase. It was concluded that intramolecular hydro-
gen bonding was the major factor that determined
the structure of these ions.

G. Collision Cross Sections

The collision cross section of a biomolecular ion
depends directly on its conformation. At a given
pressure, large ions with open structures will un-
dergo more collisions than those with compact ge-
ometries. Thus, measurements that depend on the
number of collisions that are experienced by different
conformers can be used to discriminate between
conformer shapes. A general limitation of these
measurements is that many conformations could
have similar cross sections. For biopolymer systems,
the number of possible conformers with the same
cross section decreases to unique values as shapes
approach the limiting cases of the most extended and
most compact structures. This section presents sev-
eral different methods for measuring cross section as
well as discussions of how these studies have been
used to elucidate relatively detailed information
regarding structure and dynamics of folding.

1. lon Scattering in Triple Quadrupole Instruments

Triple quadrupole methods have been used exten-
sively to study ion—molecule reactions,?®® as a means
of generating fragmentation patterns for known m/z
ions,?®! and, more recently, for measurements of
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macromolecular ion collision cross sections. In the
cross-section measurements, specific protein ion charge
states are selected in the first quadrupole and
injected into a second quadrupole collision cell con-
taining a known pressure of an inert buffer gas.
Cooks and co-workers observed that the abundances
of different charge state peaks in mass spectra of
protein ions depend on the nature and pressure of
the target gas as well as the nature of the protein
ions.?32 Under certain buffer gas pressures and volt-
ages used to inject ions into the collision cell, they
observed bimodal distributions of charge states. In
the absence of collision gas, high charge state ions
are observed; as the Ar pressure increases, the
relative abundance of low charge state ions increases.
They interpreted these results by considering that
different conformations of the gas-phase ions could
have different collision cross sections. High-cross-
section ions undergo more collisions with the buffer
gas than low-cross-section ions and therefore lose
kinetic energy more rapidly than the smaller ions.

Covey and Douglas recorded intensity distributions
for protein ions as a function of ion Kinetic energy
and buffer gas pressure and developed a model that
related the energy lost to the ion’s collision cross
section as given by%’

E_ exp[— o SIna] 4)
EO

where E is the laboratory energy of the ion, Eg is the
laboratory energy before any collisions, o is the
collision cross section, and S is the target thickness
(S = NI; N is the number density of molecules or
atoms in the collision cell and | is the collision cell
length). The ratio of laboratory energy after one
collision to that before any collisions, E;/Eo, is
denoted o and can be calculated by (m;? + my?)/M?
(m; is the ion mass, m, is the mass of the neutral
collision gas, and M = m; + m;). By fitting the
experimental stopping profiles measured for indi-
vidual charge states, it is possible to deduce the
collision cross sections of each ion. An example of the
stopping curves obtained for various target thickness
values for the +11 charge state of apomyoglobin is
given in Figure 9. Here, a cross section (determined
by fitting eq 4) of 3020 A2 was reported. Cross
sections for different charge states were reported for
five proteins ranging in molecular weight from ~3
to 66 kDa, including motilin, ubiquitin, cytochrome
¢, myoglobin, and bovine serum albumin.

An important outcome of this work was that it was
the first to show that collision cross sections increase
with increasing charge state, a result that the
authors attributed to increased Coulombic repulsion.
For example, the charge states of cytochrome c ions,
electrosprayed from a 89.95:8.95:0.1 water:aceto-
nitrile:acetic acid solution varied from 2370 A2 for the
+9 ion up to 4310 A2 for the +20 charge state.
Douglas later revised these values?® by inclusion of
an aerodynamic drag coefficient. This modification
showed that the previously reported values had been
overestimated by ~25%. Recently, the scattering
process of the ion—neutral collision has been consid-
ered in detail by measuring energy losses for cyto-
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Figure 9. Stopping curves for the +11 charge state of
myoglobin (m/z = 1542) at target thickness values of 0 (&),
9.64 x 1013 (4), 1.47 x 10 (4), 2.61 x 10 (¢), 3.35 x
10 (m), 4.25 x 104 (O), and 5.33 x 104 (a) cm™2
(Reproduced with permission from ref 97. Copyright 1993
American Society for Mass Spectrometry.)

chrome ¢ and myoglobin using Ne, Ar, and Kr as
stopping gases.?®* The results show that a diffuse
scattering model provides a more accurate represen-
tation of the experimental data than a model based
on specular scattering.z®*

Collings and Douglas have examined the gas-phase
ion structures of holo- and apo-myoglobin® and
disulfide-intact and -reduced bovine pancreatic trypsin
inhibitor (BPTI).2%6 In all cases, collision cross sec-
tions were found to increase with increasing charge
state. The cross sections for apo-myoglobin were
larger when ions were electrosprayed from a strongly
denaturing solution, rather than from a solution that
should favor native conformations. An additional
comparison of the cross sections for disulfide-intact
and disulfide-reduced BPTI ions showed that ions
had larger cross sections when the disulfide bonds
were reduced. Here, the removal of the covalent
disulfide linkages allowed ions to adopt a more
extended gas-phase conformation. Disulfide-intact
BPTI cross sections measured by ion mobility meth-
0ds?%3 (section 1V.G.2) are ~50% larger than those
measured by the triple quadrupole approach. This
could arise from differences in collision energies of
these experiments. However, comparison of both
methods with cross sections calculated for the crystal
conformation suggest that the model used to derive
cross sections from the quadrupole scattering experi-
ment systematically underestimates the actual value.

Another model that calculates the relative energies
transferred during multiple collisions in dissociative
processes has been developed and used to estimate
the energies required to dissociate the heme from
highly charged heme—myoglobin complexes.?*” These
studies suggest that the energetics of heme detach-
ment is similar in highly charged ions (having open
conformations) to values for low-charge state ions
(having compact conformations) obtained by this and
other methods: about 0.7 to 1.0 eV for the +8 to +20
charge states. These results suggest that the heme
pocket may remain largely undisturbed, even in the
highly charged open ion conformations. The authors
noted that it is also possible that nonspecific interac-
tions, which happen to given a similar binding
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interaction, could account for the similar binding
energies. Complementary measurements of the heme
binding energies of higher charge states by other
techniques will help corroborate the validity of the
collision model as well as the proposed structural
information.

A variation of the triple quadrupole approach has
been presented by Javahery and Thomson who modi-
fied the gas-collision cell to consist of 10 short
quadrupole rod segments that allow use of an axial
drift field.?®® In these experiments, ions are pulsed
into the cell and cross sections are measured (as
described in section 1V.G.2.a) by determining the
arrival time of ions at the detector. Cross sections
for charge states of holo- and apo-myoglobin were
found to agree with ion scattering measurements.
This approach appears viable; however, the authors
did not discuss any new structural information.

2. lon Mobility Measurements

lon mobility spectrometry methods (also called
plasma or ion chromatography) have been used
extensively for the analysis of small analytes,'* drugs,
explosives, chemical warfare agents,'> and particle
sizes?39240 gand for studying ion molecule reactions.
The ability of this method to discern different iso-
mers, as shown by Hagen in 1979,%4! is currently
evolving as an important complement for MS tech-
niques. As noted above (section I1.B), ion mobility
spectrometry was applied early in the develop-
ment of ESI in attempts to discern how ions were
formed®-72 and as an alternative to MS for selective
detection of charge states.”* In the 1990s, Jar-
rold’s®2243 and Bowers?** groups used these tech-
niques to study atomic cluster ions (including carbon
clusters) and developed relatively simple theoretical
methods that allowed remarkably detailed structural
information to be obtained.?45-248

In this section, we review the application of these
experimental and theoretical methods to structural
studies of biomolecular ions. These methods currently
provide the most versatile and direct means of
characterizing the shapes of macromolecular ions.
The synergistic advances in experimental and theo-
retical methods have led to explosive growth in this
field; most of the work that is described here was
carried out during the last two years.

The basic idea behind structural determination
based on mobilities is as follows. When a calculated
mobility for a trial conformer is in good agreement
with experiment, then this trial conformer becomes
a candidate for the structure of the ion. A weakness
of this approach is that many different conformations
may have similar cross sections. However, it is
straightforward to rule out many structures having
cross sections that are in poor agreement with
experiment. It is important to note that a break-
through in the application of these methods came
from studies of carbon clusters.?45-24¢ Mobilities for
different isomers (chains, rings, graphitic sheets, and
fullerenes) of carbon clusters fell into families de-
pending on cluster size.?*> It was possible to unam-
biguously assign isomer structures by calculating
mobilities as a function of cluster size. That is, the
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changes in mobilities that occur with cluster size are
very sensitive to the isomer structure. Even changes
in the assignment of isomer structures involving the
repositioning of a few atoms in the cluster signifi-
cantly influence the ability to represent the family
of clusters over the entire size distribution. Assign-
ment of peaks of individual sizes are made based on
the family of isomers observed over a range of sizes.

Although biological residues are more complex than
atomic carbon, structural patterns in their growth
should still occur at a unique rate depending on the
type of structure that is formed. As one-dimensional
chainlike or helical fragments become large enough
to fold up, the growth rate will exhibit discontinuities;
the larger fragments will grow as a higher-dimen-
sional structure.

a. Experimental Mobilities and Cross Sec-
tions. When a pulse of ions is injected into a static
buffer gas and subjected to a weak electric field,
different conformations are separated due to differ-
ences in their mobilities through the gas. Drift
velocities, vp, are given by vp = KE, where E is the
strength of the applied electric field and K is the
mobility constant. Under weak-field conditions in
which E/N (where N is the number density of the
buffer gas) is small, ions do not align as they drift
through the instrument. Thus, the mobilities should
correspond to an average of all orientations. Results
are usually reported as reduced mobilities or collision
cross sections as given by?4°

_ L P 2732
KO_tDE760 T ®)

and

112 E760 T 1
L P 273.2N
(6)

respectively. In these expressions, the measured
parameters tp, L, P, and T correspond to the average
drift time, the drift tube length, buffer gas pressure
(in Torr), and temperature, respectively. The other
terms are ze, the ion's charge; kp, Boltzmann's
constant; and m, and mg, the masses of the ion and
buffer gas, respectively. Any two measurements of
mobilities (or cross sections) recorded on the same
instrument usually agree to within 1% (percent
relative uncertainty). Measurements performed by
different groups usually agree to within 2%.

b. Calculation of Mobilities and Cross Sec-
tions for Trial Geometric Structures. The theory
of the mobility of ions in gases has a rich history that
dates back to the work of Langevin in 1903.2°°
Information about the structures of different ions is
obtained by comparing the experimental cross sec-
tions (or mobilities) with values that are calculated
for trial conformations. Under weak-field condi-
tions,?*? ions do not align in the drift tube but rather
sample all orientations as they travel through the
gas. Therefore, calculations of cross sections for trial
conformations must consider all possible orientations
of the colliding pair. This orientationally averaged

Q:(187T)1/2 ze [1

16 (k)2 [m  mg
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collision cross section can be approximated by?5!

QLD ~ Si 40 [T dgsing 2 dyabZ,  (7)

2J0
JT

where bpin IS the minimum impact parameter for a
collision geometry that avoids a hard-sphere collision
with any atom in the ion. Typical hard-sphere colli-
sion radii (in A) for the individual atoms involved in
collisions are H (2.2); C (3.1); N (2.8); O (2.7); S (3.6),
and He (2.2). It has been previously noted'® that this
calculational approach is remarkably similar to a
“shadow-graphic” method described by Mack in 1925
in which he measured the shadows of beeswax
models that were placed in different orientations with
respect to a light source.?22%3 Now known as the
projection approximation, this approach appears to
provide accurate cross sections for many different
types of geometries of atomic clusters and is attrac-
tive because of its simplicity. However, this analysis
ignores all of the interactions associated with the
collision (e.g., potential interactions between the ion
and the buffer gas, buffer gas scattering, and inelas-
ticities of collisions) as well as changes in the
conformation of the ion as it travels through the drift
tube.

To address the former issue, Wyttenbach et al.
have used a 12—6—4 potential to determine impact
parameters, which are then used to calculate mobili-
ties using the hard-sphere projection method.?>* This
approach is useful for estimating the mobilities for
trial conformers as a function of temperature but does
not rigorously include the dynamics of the collision.
Shvartsburg and Jarrold have developed a method
that includes the contribution of the scattering angle
to the cross section which is referred to as the exact
hard-sphere scattering (EHSS) method.?%®> Compari-
sons of cross sections calculated from the projection
and EHSS approaches show that scattering is an
important consideration, especially for accurate cal-
culations of concave shapes.?%®

Recently, Mesleh et al. have developed a “trajectory
method” for calculating the mobility.?>* In this ap-
proach, atoms (in the trial ion conformation) interact
with the buffer gas atom along realistic potential
surfaces and the dynamics of buffer gas scattering
are rigorously included in the mobility calculation.
This method is currently the most accurate means
of evaluating the mobility of a trial conformation for
large molecules.?®® Shvartsburg et al. have recalcu-
lated the mobilities for carbon chains, rings, and
graphitic sheets and find much better agreement
with experiment than was reported previously.?® The
computation of mobilities by Jarrold’s trajectory
approach is a significant achievement; although
computationally demanding, the method has recently
been applied to large ensembles of conformations
such as those generated by molecular modeling
strategies. A more sophisticated approach that takes
into account rotational to translational energy ex-
change has been developed by Viehland and Dickin-
son;?” however, this method has only been applied
to diatomics.

c. Separating Different Conformations within
Individual ESI Charge States. In 1995, Clemmer,
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Figure 10. Drift time distribution recorded for the +7
charge state of bovine cytochrome c¢ with a nominal
injection voltage of 130 V. Arrows show the expected drift
times for a variety of trial conformations of cytochrome c:
(a) native crystal structure (~1100 us); (b) partially un-
folded structure with an open heme crevice (~1680 us); (c)
unfolded coil that retains the a-helices (~2070 us); (d)
typical random coil with no secondary or tertiary structure
(~2880 us); and (e) near-linear conformation (~3425 us).
It is important to note that structures b and ¢ were chosen
randomly and should be viewed as cartoons. (Reproduced
with permission from ref 258. Copyright 1995 American
Chemical Society.)
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Hudgins, and Jarrold showed that multiple confor-
mations of the +7 charge state of cytochrome c could
be resolved based on differences in their mobilities.?%®
From comparisons with drift times calculated for trial
conformers (section 1V.G.2.b), the authors concluded
that the peaks that were observed for the +7 ion
corresponded to partially folded states and noted that
these could be intermediates involved in folding. Drift
times that were derived from the calculated projec-
tions of four trial conformations of cytochrome c are
shown in Figure 10. The calculated drift time for the
crystal conformation is substantially below that of
the first peak observed experimentally, while the
calculated value for the random string conformer is
substantially longer than the experimental data. The
poor agreement between these calculated values and
the experiment indicates that neither extremely
compact conformers nor extremely open string con-
formations are observed. Calculated drift times for
two partially open conformations (cartoon structures
that were chosen randomly) are in approximate
agreement with the experimental peaks, indicating
that the three features that are observed correspond
to partially folded states of the protein ion. Clearly,
many different partially unfolded trial conformers
will have calculated drift times that are near the
experimental features.

d. Studies as a Function of Injection Voltage.
Instruments in which the ion source is decoupled
from the drift tube allow mobilities to be studied as
a function of the energy used to inject ions into the
drift tube. As ions enter the drift tube, their kinetic
energies are thermalized by collisions with the buffer
gas. Further collisions cool the ions to the buffer gas
temperature. The resulting heating/cooling cycle is
varied by changing the injection energy of ions into
the drift tube and provides an effective (and experi-
mentally simple) means of inducing structural
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Figure 11. (a) Drift time distributions for the +7 charge state of bovine cytochrome ¢ measured as a function of injection
energy. The dashed line shows the drift time expected for the native crystal conformation of cytochrome c, as calculated
by the EHSS method. (b) Drift time distributions recorded for the +6 charge state of apomyoglobin as a function of injection
energy. The ions were produced by proton-stripping higher charge states with a base in the desolvation region. The dashed
line shows the drift time expected for the native conformation of myoglobin, as calculated by the EHSS method. (Reproduced
with permission from ref 16. Copyright 1997 John Wiley & Sons, Ltd.)

changes. This approach was originally used by Jar-
rold and co-workers in studies of silicon clusters.?59:260
Liu et al. have shown that at very high injection
energies it is possible to induce fragmentation and
obtain sequence information.?%!

Examples showing the changes in ion mobility
distributions that occur with variations in injection
energy are shown in Figure 11 for the +7 charge state
of cytochrome c (part a) and the +6 charge state of
apomyoglobin (part b), respectively.*® The calculated
drift time for the crystal coordinates (EHSS method)
is shown as a dashed line. At low injection voltages,
the drift time of the +7 charge state of cytochrome ¢
is slightly shorter than the calculated value, indicat-
ing that favored conformations are more compact
than the crystal form. Apomyoglobin has a drift time
that is longer than the calculated value, indicating
that the anhydrous conformation is more open than
the crystal conformation. As the injection energies
for both systems are increased, the positions of drift
time peaks shift. Cytochrome c (+7) favors more open
conformations: a broad feature at ~1500 us at IE =
525 eV and a sharper feature at ~1750 us at 1050
eV. These results show that the compact +7 charge
state of cytochrome ¢ favored by ESI unfolds during
the transient heating/cooling cycle associated with
the injection process. The driving force for this
transition is the relief of Coulombic repulsion be-
tween charged sites. The injection energy data for
apomyoglobin show evidence for a folding transition
at high injection energies, indicating the presence of
a folding activation barrier. The new folded state is
~10—15% more compact than the crystal conformer
and is substantially smaller than +6 ions formed

directly by ESI. Shelimov et al. proposed that a
folding barrier arises because of Coulombic interac-
tions.?52 As the protein folds, the Coulomb energy
must increase; however, this is offset by attractive
intramolecular interactions (in the compact state)
which only become accessible at short range. Thus,
folding of anhydrous proteins will involve surmount-
ing barriers associated with long-range Coulomb
interactions. In the case of atomic clusters, it appears
that this heating/cooling cycle allows metastable
structures to anneal into lower energy states. For
multiply charged protein ions, this may not be the
case. Here, open metastable states may be formed
at high energies and may become trapped because
of the long-range Coulomb barrier in these systems.
To date, cross sections as a function of injection
energy and charge state have been recorded for five
proteins: several sequence variants of cytochrome
¢,%%2 apo- and holo-myoglobin,?6? lysozyme,'3¢ BPT],%63
and ubiquitin.10?

In later studies of cytochrome ¢, Mao et al. inves-
tigated the +7 state of cytochrome ¢ as a function of
buffer gas temperatures and injection energy.?! At
high buffer gas temperatures, conformations having
cross sections of ~1760 A2 are observed when both
low and high injection energies are used. This state
appears to be the thermodynamically most stable for
the +7 charge state and is accessible by folding of
the more elongated conformer (formed at high injec-
tion energy) or unfolding of the compact conformer
(observed at low injection energy).

e. Collision Cross Section as a Function of
Charge State. lon mobility studies have provided a
remarkably detailed view of the changes in collision
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Figure 12. Plot of the cross sections determined for the
main features resolved in the drift time distributions for
the +3 to +20 charge states of cytochrome c. Cross sections
for the features that dominate at high injection energies
are shown by the filled points. The open points show the
cross sections deduced for the conformations observed at
lower injection energies. The dashed lines labeled
N(EHSS), H(EHSS), and E(EHSS) show the cross sections
determined using the exact hard spheres scattering model
for the native crystal conformation, an a-helix, and an
extended string, respectively. (Reproduced with permission
from ref 263. Copyright 1997 American Chemical Society.)

cross sections that occur as a function of ion charge
state. Clemmer, Hudgins, and Jarrold plotted cross
sections for the +7 to +19 charge states of cyto-
chrome c¢ in their original report that different
conformations could be resolved within an individual
charge state.?®® Shelimov et al. reexamined cyto-
chrome c in more detail.?®? Figure 12 shows a plot of
the +3 to +20 charge states of cytochrome c. This
plot distinguishes between conformers favored at
high and low injection energies and also includes
states that were formed by addition of a base to the
desolvation region in order to produce low charge
states from proton stripping reactions. Thirty distinct
ion forms (with different cross section or charge state)
appear to be stabilized in the gas phase. These
appear to fall into at least five different conformer
families. When the different solution conditions
(described in section Il.E) are considered, at least
eight additional conformers of cytochrome c are stable
in the gas phase.

As originally considered by Smith and co-workers®
and apparent in the early data from Douglas,>® it is
clear that protein structure is mediated by the
Coulomb repulsion energy between charges. Low-
charge states have tightly folded conformations that
can be more compact than the crystal form of the
protein. Here, the intramolecular binding interac-
tions are not mitigated by solvent—protein interac-
tions. As the number of charges on the protein
increases, more open conformations are favored. The
injected-ion data for cytochrome ¢ show multiple
conformations for the +5 to +9 charge states. The
+10 and higher charge states display single peaks
in the ion mobility distributions corresponding to
highly open conformations. The protein continues to
expand with increasing charge state in order to
relieve increasing Coulombic repulsion.

The trends observed in Figure 12 appear to be
general for polypeptide chains that are free of disul-
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Figure 13. Cross sections measured for negatively charged
(deprotonated) and positively charged (protonated) forms
of cytochrome c. Only data for the most abundant feature
in the drift time distributions recorded at high injection
energies are plotted. The dashed lines show that low and
high charge states have similar cross sections. Intermediate
charge states such as the +7 ions have significantly
different cross sections. (Reproduced with permission from
ref 16. Copyright 1997 John Wiley & Sons, Ltd.)

fide bonds. For example, ubiquitin (76 amino acids)®*
and apomyoglobin (129 amino acids)?? show similar
unfolding behavior as a function of charge state. Plots
which account for the number of residues per charge
show that different non-disulfide-bonded proteins
unfold at similar rates.?®> Several studies have
investigated the conformations of disulfide-bonded
proteins such as insulin,?* BPTI,2%3 and lysozyme,!38
which contain two, three, and four disulfide bonds,
respectively. The cross sections for these proteins also
expand with increasing charge state; however, the
degree of unfolding is restricted by the presence of
disulfide bonds.

f. Influence of Charge Location upon Protein
Cross Sections. Liu and Clemmer have examined
how the positions of charged sites influence confor-
mation by measuring cross sections for negatively
charged (deprotonated) cytochrome c¢ produced by
ESI.16 Comparison of cross sections for positively and
negatively charged protein ions can provide informa-
tion about how the location of charge sites (deter-
mined by the numbers and positions of basic and
acidic amino acids) and the nature of charge solvation
affects the gas-phase conformations. The degree of
charging associated with formation of positively and
negatively charged ions can be understood by con-
sidering the numbers of basic and acidic residues,
respectively. Cytochrome c has 22 basic Arg and Lys
groups but only 12 acidic Asp and Glu residues. The
highest charge state that was observed for positively
charged ions was +20, whereas the highest charge
state for negative ions was —12. Cross sections for
the main features observed in the ion mobility
distributions when ions are injected at high injection
energies are shown in Figure 13. Cross sections for
high and low charge states are nearly identical for
protonated and deprotonated ions. However, large
differences in cross section were observed for inter-
mediate charge states, where repulsive Coulombic
interactions are similar in magnitude to attractive
forces that hold conformers in folded conformations.
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For example, Figure 13 shows that the —7 charge
state of cytochrome c is substantially more folded
than the +7 state. At the high injection energies that
were used for these studies, it is likely that this result
reflects differences in the stabilities of negatively and
positively charged gas-phase ions rather than differ-
ences in the antecedent solution structures.

g. Folding and Unfolding Transitions Induced
by Gas-Phase Proton-Transfer Reactions. The
influence upon structure that is induced by removal
of protons can also be studied by ion mobility assess-
ments. These types of experiments can be carried out
by the addition of basic reagents to a gas cell that is
either attached to or immediately follows the desol-
vation region, similar to the Y-tube proton-transfer
studies discussed in section I11.A.2. In the presence
of a base, the charge state distribution shifts and new
lower charge states are formed. lon mobility distribu-
tions for different charge states are recorded before
and after addition of proton-transfer reagents in
order to monitor structural changes that occur.
Shelimov et al. have investigated the structures of
gas-phase cytochrome ¢ and apomyoglobin ions that
have undergone proton-transfer reactions.?6? These
studies show that high charge states (with large
collision cross sections) fold up into compact conform-
ers when protons are removed. By considerations of
the flow rates in the ESI source and gas cell, the
authors estimated an upper limit to the folding time
scale on the order of 50—100 ms.2%%

Valentine et al. have examined the gas-phase
folding of disulfide-intact and reduced lysozyme
ions’® and have presented a detailed comparison of
these results with the gas-phase basicity measure-
ments on this system by Williams and co-workers.%7
Many similarities and some differences in interpreta-
tion of the gas-phase basicity and mobility studies
were noted. Valentine assigned the cross sections for
disulfide-intact ions to two families of conforma-
tions: a highly folded form observed for the +5 to
+10 charge states having cross sections that were
similar to values calculated for the crystal coordi-
nates and a partially unfolded form, observed at high
injection energies for the +7 to +11 charge states.
When the disulfide bonds were reduced, only high
charge states (+10 to +18) were observed; these ions
had cross sections that were substantially larger than
the partially unfolded state and were assigned as
‘unfolded’ conformers. As protons were removed from
the disulfide-reduced ions, more compact conforma-
tions were generated. The authors noted the intrigu-
ing result that cross sections for compact conforma-
tions (and some partially folded states) formed by
refolding disulfide-reduced ions in the gas phase were
identical to those measured for disulfide-intact ions.
This could indicate that when the disulfide-reduced
ions fold up, the conformations that are formed are
similar to disulfide-intact ions.

These ion mobility studies!®® can be combined with
high-resolution FTICR results which show that di-
sulfide bonds remain reduced during proton-transfer
reactions.™® If disulfide-reduced ions refold in the gas
phase to similar conformations as disulfide-intact
ions, then one would conclude that reformation of
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Figure 14. Structures of lysozyme visualized after ~1 ns
of molecular dynamics simulation for the X-ray structure
and for four different charge states. The N-terminus is
labeled, and disulfide bridges are indicated. Charged
residues are shown by darkened sections. Any helical or
sheetlike structure is presented in ribbon form, even after
denaturation, to aid in identification of formerly intact
secondary structural elements. (Reproduced with permis-
sion from ref 271. Copyright 1998 American Chemical
Society.)

N A Q=19+, e=2¢,

disulfide bonds is not a key factor in the gas-phase
folding of lysozyme. The importance of disulfide
bonds in the refolding of proteins in solution is
currently an active research area and has been
explored in detail for lysozyme.?66-26% |n solution,
heterogeneities associated with the Kkinetics of refold-
ing of disulfide-reduced lysozyme suggest that kineti-
cally trapped states are present, and several origins,
including misformation of disulfide bonds (which
results in knotting of the protein), have been pro-
posed.266.268

Recently, Reimann et al. have presented results
from molecular dynamics studies of lysozyme in
vacuo.?’027t Qualitatively, differences between results
for disulfide-intact and disulfide-reduced lysozyme
are consistent with experimental measurements of
collision cross sections (section 1V.G.2.9),**® gas-phase
basicities (section 111.A.3),13" as well as surface impact
studies (described in section 1V.H).140 Several ex-
ample conformations that are found from molecular
modeling of four disulfide-bonded charge states and
the X-ray crystal structure are shown in Figure 14.
Here, the overall shapes of neutral and +13 lysozyme
(disulfide intact) are similar to the crystal structure;
additionally, a substantial fraction of the a-helical
structure is retained. Molecular modeling results for
the +16 and +19 ions show a substantial loss of
tertiary structure. The +19 ion adopts an extremely
elongated conformation that is limited by disulfide
bonds that link the polypeptide chain, as shown. In
other studies,* this group has shown that when the
disulfide bonds are removed, the ion can adopt highly
extended conformations as indicated by the ion
mobility and proton-transfer results.

Very recent molecular modeling studies by Arteca
et al. indicate that the relaxation dynamics of un-
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Figure 15. Anisometry-and-entanglement map (N, Q)
showing the effect of pair interactions over the refolding
trajectories leading to quasi-native folds of lysozyme. The
arrows indicate the time evolution along the trajectories.
The R570, R571, and R575 trajectories lead to quasi-native
conformers by using none, one, or two intermediate “states,”
respectively. (In the case of R571, the final structures after
2 ns are indistinguishable from fluctuations of the native
state in vacuo. The three “states” in the R571 trajectory
are labeled 1, 2, 3.) The trajectories labeled A and B are
recomputations of the R575 trajectory in which the Cq
coefficients of the Lennard—Jones pair potential are in-
creased by 50% (the attraction has been made more
dominant). In case A, the changes in the force field derail
the prior refolding pattern. In case B, a stronger attraction
does not make the conformers more globular. (Reproduced
with permission from ref 272. Copyright 1999 The Ameri-
can Physical Society.)

folded lysozyme is not random.?”? The authors fol-
lowed unfolded structures of neutral lysozyme and
found evidence that the system spontaneously folds
into preferential native, quasi-native, and compact
structures. Figure 15 shows a plot of molecular
asphericity (2) as a function of an average entangle-
ment parameter (N) for molecular modeling trajec-
tories associated with folding. In this plotan Q =0
corresponds to a spherical conformer. The entangle-
ment parameter N reflects the number of projected
crossings between the backbone bonds averaged over
all orientations. The combined parameters provide
insight about tertiary (2) and secondary (N) struc-
tures. That is, conformers with large 2 and small N
have rather open structures with little secondary
helical content. Structures having Q ~ 0 and large
N must be highly folded with significant helical
content. The dashed, solid, and gray lines in Figure
15 show trajectories that have folded to different
(2,N) positions. Of particular interest is the cluster
of conformers labeled (3) found at Q = 0.02, N = 48.5.
These are within the range of those that are expected
for reformation of the native structure (in this case,
the solution structure that has been allowed to relax
in vacuo).

The combined experimental and theoretical results
for lysozyme are very intriguing. Not only do elon-
gated lysozyme conformers collapse in the absence
of solvent, but there is also evidence for preferential
pathways for this collapse. As a result, it appears that
preferred conformations are formed. The observation
that some of these structures resemble the native
structure suggests that solvent may be relatively
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unimportant in the folding of this protein. If true,
these results have implications regarding the evolu-
tionary role of water in folding, suggesting that the
polypeptide chain alone contains the information
necessary for formation of the native fold. While
clearly exciting, it is important that future studies
are undertaken to test the similarities of these
systems. Valentine and Clemmer are currently work-
ing on H/D exchange studies (section 1V.G.2.h) of
disulfide-intact lysozyme and reduced (gas-phase
folded) states to provide future experimental char-
acterization of this system.

Valentine, Counterman, and Clemmer®! have in-
vestigated the influence of removing protons on the
conformations of ubiquitin ions when ions were
exposed to different proton-transfer reagents: ace-
tone, acetophenone, n-butylamine, and 7-methyl-
1,5,7-triaxabicyclo[4.4.0]dec-5-ene, having gas-phase
basicity values (all in kcal mol™') of 188.9, 197.4,
210.6, and 243.3, respectively.?”® This work showed
that for a given charge state the apparent gas-phase
basicities (reported as gas-phase acidities in order to
be consistent with Cassady’s previous work)'#? of the
different conformations are ordered as compact <
partially folded < elongated, as would be expected
by Williams' model.8 The authors also concluded that
there was no evidence that ubiquitin ions refold upon
removal of charges, suggesting either that the system
cannot overcome the Coulomb barrier associated with
refolding or that repulsive Coulombic interactions
outweigh attractive intramolecular interactions, even
for low charge states. Further measurements by Li
and Clemmer using high-pressure ion mobility cor-
roborated this finding.?”* It appears that solvent
stabilization is vitally important for refolding of
ubiquitin (section Il.E). A natural question that
arises is what critical level of solvent is required?
Jarrold and co-workers have begun such studies for
cytochrome c (section 1V.G.2.Kk).

h. Combined lon Mobility/H-D Exchange
Methods. By doping the drift tube with deuterated
solvents, it is possible to monitor H—D exchange
reactions for shape-resolved conformations. Valentine
and Clemmer have examined the H—D exchange
reactivity of compact and elongated forms of horse
cytochrome c (which has a total of 198 exchangeable
sites) with D,O vapor.t” The result of combined ion
mobility and H—D exchange studies of different
conformation types of the +8 charge state of cyto-
chrome ¢ were studied in detail. At low injection
energies, compact conformers are favored. The cor-
responding H—D exchange levels (obtained under
saturation conditions for the rapidly exchanging
sites) shows a broad distribution centered around
exchange of 45 sites. Injection of the +8 charge state
at high injection voltages favors elongated states (as
shown by the ion mobility distribution); the corre-
sponding mass spectral peak for these ions shows
that ~60 sites exchange. The higher level of exchange
observed for the more elongated states is in line with
the expectation that more sites should be exposed in
this more open conformation. Higher charge states
(which favor increasingly more open conformations)
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show a similar level of ~60 rapidly reacting exchange
sites.

The observation that higher charge states have a
constant exchange level is in agreement with previ-
ous H—D exchange studies performed by McLafferty
and co-workers using FTICR (section 111.B.2).99175
However, the exchange levels in drift tube experi-
ments are substantially below those observed in
FTICR studies, even though the mobility measure-
ments indicate that these conformations must be
extremely elongated. Valentine noted that complete
saturation of rapidly exchanging sites in the FTICR
requires long (minutes) time scales (using D,O ex-
posure levels of ~10~7 Torr) whereas in a drift tube
exchange occurs over millisecond time scales (using
D,0 exposure levels of ~0.1 to 0.5 Torr). Because the
total number of ion—D,0 collisions are similar, it
appears that the differences must be related to
different conformations or differences associated with
exchange processes that occur over short (ms) and
long (minutes) time scales. It is possible that ex-
change over longer time scales allows conformations
to fluctuate, exposing regions that were protected and
providing more extensive exchange. In this case,
during the short time scales of the drift tube experi-
ments, conformations may not undergo substantial
fluctuations; thus, the drift tube experiment may
provide what is effectively a “snapshot” of the most
rapidly exchanging sites.

i. High-Pressure lon Mobility Studies. Sub-
stantially higher ion mobility resolving powers can
be obtained by operating the ion mobility spectrom-
eters using higher drift fields (e.g., E = 200—300 V
cm™1). These instruments are operated at high buffer
gas pressures and are naturally suited for studies of
ion conformation under different ESI and solution
conditions because ions are not exposed to violent
collisions in interfacial pressure regions. Hudgins,
Woenckhaus, and Jarrold have recorded ion mobility
distributions for cytochrome ¢ and BPTI using their
high-resolution apparatus.® Although the higher
resolving power allowed more conformations to be
discerned, the resolved features were much broader
than expected for single rigid conformations. Figure
16 shows examples of the influence of solution
composition upon ion mobility distributions for the
+12, +13, and +14 charge states of bovine cyto-
chrome ¢ that were electrosprayed from solutions
containing variable concentrations of acetic acid (1%
or 10%). Differences in the abundances and positions
of peaks are clear for all three charge states. Studies
in which the fraction of methanol was varied show
similar trends, indicating that even mildly denatur-
ing conditions are discernible by this approach.
Several of the features that were observed could be
directly correlated with solution states in the acid
denaturation process (state |11 < state llla < state
Il < state I; state Il is the native state and state |
is a denatured form in which the Met® heme linkage
has been broken) that are known to exist under the
various experimental conditions that were employed.

Li et al. have used high-pressure high-resolution
ion mobility techniques to examine the conformations
of electrosprayed ubiquitin ions as a function of
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Figure 16. Drift time distributions recorded for the +12,
+13, and +14 charge states of bovine cytochrome ¢ with
solutions of 3:1 water and acetonitrile with 1% and 10%
acetic acid. All distributions were obtained using a 750 us
pulse of ions. (Reproduced with permission from ref 98.
Copyright 1997 Elsevier.)

solution composition and ESI capillary tempera-
ture.'® This work also shows that the conformations
of gas-phase ions are highly sensitive to ESI solution
conditions. In addition, studies as a function of
temperature show differences in the stabilities of the
gas-phase ion conformations. All of the charge states
for different solutions were observed to undergo
unfolding transitions at elevated capillary tempera-
tures; however, unfolding transitions for ions formed
from ‘pseudo-native’ solution conditions (89:9:2 water:
acetonitrile:acetic acid) occurred at higher tempera-
tures than those observed for denaturing solutions
(49:49:2 water:acetonitrile:acetic acid).

An example is shown for the +7 charge state in
Figure 17. At 25 °C, ions from the pseudo-native
solution favor a narrow distribution of compact
conformers (centered near Q ~ 1000 A?); ions from
the denatured solution display a bimodal distribution
with features at ~1050 and 1230 A2, At 76 °C, a new
feature at ~1230 A2 is observed in the distribution
of ions from the pseudo-native solution, near the
feature observed from the denatured solution. At 97
°C, most of the compact form has unfolded to the 1230
A2 state. lons from the denatured solution unfold to
a more extended form centered near 1400 A2, These
data indicate that the different initial precursor
conformations may unfold to similar favorable gas-
phase conformer states. The results also demonstrate
that when comparisons are made between laborato-
ries, special attention should be given to the differ-
ences in conditions used to form ions.

j. Thermally Driven Transitions. Mao et al.
have recorded mobilities for the +5 and +7 ions of
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Figure 17. Cross section distributions for the +7 charge
state of ubiquitin at capillary temperatures of 25, 57, 76,
and 97 °C. The dotted lines represent data obtained by
electrospraying a 49:49:2 water:acetonitrile:acetic acid
solution (denatured). The solid lines correspond to the
pseudo-native 89:9:2 water:acetonitrile:acetic acid solution.
The dashed line shows the calculated cross section from
the projection method for the crystal coordinates of ubig-
uitin. (Reproduced with permission from ref 100. Copyright
1999 Elsevier.)

cytochrome c as a function of buffer gas temperature
up to 300 °C.8 Although slight shifts in the cross
section are observed for the +5 ion, this state retains
a compact structure at all temperatures, demonstrat-
ing compact conformations are extremely stable for
the +5 charge states. A fascinating result is obtained
for the +7 ion. Compact structures (favored at low
injection voltages in 25 °C buffer gas) unfold to a
state with Q ~ 1760 A2 when the temperature of the
buffer gas is increased to ~150—200 °C. Additionally,
elongated (Q ~ 2050 A2) conformers of the +7 state
(present at high injection energies and 25 °C buffer
gas) are observed to fold up to a state having Q ~
1760 A2 at buffer gas temperatures of ~150 °C. These
result suggests that the Q ~ 1760 A? state is
thermodynamically stable and accessible from drasti-
cally different pathways (i.e., compact conformers
may unfold to this state and elongated conformers
fold up to this state). The observation that favored
conformers are formed from different precursor states
is consistent with current funneling mechanisms of
folding for proteins in solution.3? The importance of
the folding funnel mechanism is that it explains the
ability of many different thermodynamically unfavor-
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+7 600 K #4

Figure 18. (a and b) Representative structures for the two
lowest energy molecular dynamics simulations for the +7
charge state of cytochrome ¢ at 300 K. The structures
shown are for charge permutations K13 K27 R38 K55 K72
R91 K100 (a) and K13 K27 R38 K55 K79 R91 K100 (b). (c
and d) Representative structures for the two lowest energy
molecular simulations for the +7 charge state at 600 K.
The structures shown are for charge permutations K13 K27
R38 K39 K55 R91 K100 (c) and K13 K27 R38 K55 K79
R91 K100 (d). (Reproduced with permission from ref 81.
Copyright 1999 American Chemical Society.)

able “random coil” states to rapidly fold into energeti-
cally favored states. With this type of mechanism,
all states are funneled down to a few low-lying
conformations.

In the case of the +7 charge state of cytochrome c,
it appears that a relatively open conformation can
be formed from tightly folded or highly elongated
precursor states. Mao et al. presented molecular
modeling studies of the +5 and +7 cytochrome c at
300 and 600 K.8 A substantial fraction of the
modeling work was the development of a scheme for
assigning charged site locations. The +5 ions retain
a compact conformation, even at 600 K. Figure 18
shows two structures obtained for the +7 charge
states at both 300 (a and b) and 600 K (c and d). A
compact state was favored for all of the 300 K
simulations. At 600 K, some low-energy structures
with more open conformations were observed. It
appears that a key step in thermal unfolding is the
separation of the terminal helices. While these re-
sults are in qualitative agreement with experiment,
only modest quantitative agreement of model and
experimental cross sections is obtained. Calculated
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Figure 19. Average number of water molecules adsorbed on cytochrome ¢ +4 to +13 charge states and apomyoglobin +5
to +18 charge states in a drift tube doped with 0.73 Torr of water vapor at —20 °C (@, left-hand scale). Also shown are
collision cross sections (O, right-hand scale) determined from separate ion mobility experiments (reported in refs 262 and
263). Dashed lines represent cross sections calculated for the native structure (from crystal coordinates) and extended
string structures. (Reproduced with permission from ref 278. Copyright 1998 American Chemical Society.)

cross sections for folded +5 states are larger than
that observed experimentally, while the unfolded +7
model conformations have calculated cross sections
that are smaller than experiment.

Perhaps as interesting as the observation of ther-
mal transitions and the qualitative agreement of
unfolding in this study is the fact that such poor
guantitative agreement between experimental and
molecular modeling results is obtained. This under-
scores the tremendous complexity of molecular mod-
eling and cross-section calculations. It is possible that
the available state-of-the-art force fields and sam-
pling methods simply cannot handle such large
systems. Alternatively, the +7 and +5 states formed
during ESI may have protons placed at strategic
locations that were not found in the calculations.
Fundamental studies that address issues associated
with the reliability of modeling in vacuo should help
refine theoretical structures. Issues associated with
charged site assignment are also clearly important
and remain largely unsolved.

k. Rehydration of Naked Proteins. Once naked
biomolecular ions are formed, it is possible to select
different ions by their m/z ratios, expose these ions
to solvent vapor, and investigate the formation of
hydration shells. Kebarle and co-workers have in-
vestigated the hydration equilibrium for a series of
small ions including some polyglycines, [Gly—Lys +
H]*", and [Lys—Tyr—Lys + H]*, and reported the free
energy changes at 293 K and 1 atm for addition of
initial water molecules.?”>?76 Free energies of hydra-
tion are used to determine whether the naked ions
undergo proton-induced cyclization.

Jarrold and co-workers have used ion mobility
techniques to measure equilibrium binding of the
first few water molecules that associate with BPTI,277
cytochrome ¢, and apomyoglobin.?’® In these studies
the He buffer gas is doped with low pressures (~0.005
to 0.8 Torr) of water vapor. At room temperature,
Valentine and Clemmer reported that water does not
bind significantly to elongated states of cytochrome
c;17* the authors noted that a small degree of cluster-
ing could explain some shifts in mass spectral peaks
for compact conformers. At 271 K, Woenckhaus et al.
observed addition of up to nine water molecules for

the compact conformer of the +5 charge state and
five water molecules to unfolded forms of the +7
charge state of cytochrome c¢. With increasing water
adsorption, AG,71k for the unfolded (+7) and folded
(+5) conformers increased from —15 to —14 and —19
to —15 kJ mol™%, respectively. These changes are
substantially smaller than changes observed upon
adduction of water to protonated glycine (AGz71
ranges from —42 to 24 kJ mol~1) and hydronium ion
(AG37; ranges from —57 to —16 kJ mol~1). The large
differences in the magnitudes of AG for proton-bound
water clusters with size arises from differences in the
accessibility of the charge. The authors interpreted
the much smaller values of AG as an indication that
the charges for the +5 and +7 charge states were
effectively shielded in both conformations. The larger
magnitude of AG for the compact (+5) conformer
could be due to incorporation of some structural
waters.

Fye et al. examined the rehydration of folded and
unfolded cytochrome ¢ and apomyoglobin as a func-
tion of charge state at 253 K under saturating
conditions [0.73 Torr, near the equilibrium vapor
pressure of water (ice), 0.776 Torr].?’® The average
number of water molecules adsorbed as a function
of charge state is shown in Figure 19. Unfolded
conformations adsorb substantially less water than
folded conformers for both proteins. The ability of
compact conformers to retain substantially more
solvent than elongated states demonstrates the im-
portance of cooperative effects, where water mol-
ecules are associated with multiple sites of a protein.
Additional studies of BPTI have shown evidence for
structural waters.?”” Woenckhaus, Hudgins, and Jar-
rold measured enthalpy and entropy changes for
addition of the first few waters to the +6 state of
BPTI. Molecular mechanics studies of BPTI (which
contains three disulfide bonds and is relatively small
in size) show that its gas-phase structure retains
much of the solution phase structure.?”%28° Addition
of the first water molecule had a dramatic effect on
the entropy, a result which indicated that the first
water serves as a means of locking together two parts
of a peptide chain. The experimental observation of
a dramatic change in structure of an isolated mol-
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ecule induced by a single water is an important
achievement. This type of behavior has been noted
previously in crystallographic?®'-28 and solution
studies.?®*

I. Peptides. The first ion mobility studies of
peptide ions were reported by Bowers and co-workers
for protonated and sodiated bradykinin ions produced
by MALDI.*2 The ion mobility data revealed a single
peak for each ion, and cross sections of [M + H]" =
242 + 5, [M + Na]t = 245 + 5, and [M + 2Na]* =
247 + 5 A2 were reported for these ions at 300 K.
Studies over a 300—600 K temperature range showed
no evidence for structural changes. The authors
interpreted this as an indication that gas-phase
conformations of bradykinin are held in place by
strong intramolecular interactions between the elec-
tronegative carbonyl groups and the charge site. An
important aspect of this work (and a previous pre-
liminary report)?® was the application of molecular
modeling techniques to simulate the conformations
of the ions. One hundred trial conformations of ions
were created using the AMBER 4.0 programs?8 and
a simulated annealing approach in which trial con-
formers were heated to 800 K over 30 ps, gradually
cooled to 100 K over 10 ps, and then energy mini-
mized to 0 K. From a detailed analysis of the
molecular modeling results, the authors concluded
that preferred interactions between the charged site
and the backbone carbonyl residues were responsible
for formation of a relatively compact conformation.
Figure 20 shows a summary of some of the preferred
interactions (for three different charge assignments)
that were found. It is notable that isomer C corre-
sponds to the protonation of both the Arg! and Arg?®
residues and deprotonation of the C-terminal car-
boxylic acid (a salt-bridged form as proposed by
Williams, section 1V.D). Calculations of cross sections
for all three isomers in Figure 20 were consistent
with the measured cross sections.

Counterman et al. used high-resolution ion mobil-
ity techniques to examine electrosprayed bradykinin
ions.'®® The principal focus of this study was the
observation of peptide aggregates ([M, + nH]"* ions)
that were revealed in the ion mobility data but
hidden in the mass spectra. The authors also reported
cross sections of 239, 240, and 284 A? for the +1, +2,
and +3 charge states. The 239 and 240 A2 values for
[M + H]* and [M + 2H]?" are in agreement with the
242 + 5 value reported by Wyttenbach et al.>? It was
noted that the large cross section for the +3 charge
state arises because of the substantial Coulomb
repulsion associated with this charge state; the
authors noted that the +3 ion cannot be stabilized
by intramolecular charge exchange because the three
most basic sites (proton acceptors) are already pro-
tonated during ESI.

m. Polyamino Acids. Recently, several groups
have investigated the structures of polyamino acids.
Wyttenbach, Bushnell, and Bowers have measured
cross sections for [Gly, + H]" and [Gly, + Na]*,
where n = 1-6.287 In both cases, cross sections
increased in a linear fashion with increasing chain
length. Both theory and experiment indicate that
sodiated glycine ions do not form salt-bridge struc-
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Figure 20. Schematic showing the most common electro-
static interactions found for [BK + H]* (parts a, b, and c;
BK = bradykinin.) (a) Charge is localized on the Arg!
residue; (b) charge localized on the Arg® residue; and (c)
salt-bridged structure. (Adapted with permission from ref
152 Copyright 1996 American Chemical Society.)

tures in the gas phase. Jarrold and co-workers have
measured cross sections for larger glycine chains
(with n as high as 20) and find that these ions form
roughly globular conformations in the gas phase.'®
The primary structural feature is that the charged
amino terminus is solvated by interactions with
electronegative groups. This type of structure is
consistent with the observation that the gas-phase
basicities of polyglycines increase with chain
length.123126.127

Hudgins, Ratner, and Jarrold have also reported
collision cross sections for [Ala, + H]*, where n =
5—20, and reported that these ions form globular
structures in which the protonated amino terminus
is solvated by the electronegative carbonyl groups.153154
Samuelson and Martyna'®® have considered the
distributions of conformations of protonated [Alag +
H]™ and [Alais + H]" in the gas phase using molec-
ular dynamics and sampling methodology. The aver-
age cross sections for distributions of model conform-
ers were compared to cross sections measured by Li
and Clemmer.?88 An o-helix is stabilized by hydrogen
bonding between each i carbonyl and the backbone
N—H of the group that is 4 residues beyond the
carbonyl (this is called i — i + 4 hydrogen bonding).
Figure 21 shows plots of the probability distributions
associated with the distance of each i carbonyl to its
corresponding i + 4 N—H backbone in solution
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Figure 21. Probability distributions of each of the 14
hydrogen-bonding distances in Ala;H™ in vacuo at 300 K
(—) and in water (solution contains neutralizing chloride
anions) at 300 K and 1 atm (---). Calculations were
performed using the CHARMM22 force field. (Reproduced
with permission from ref 154. Copyright 1999 American
Institute of Physics.)

(dashed lines) and in the gas phase (solid lines). A
maximum in the gas-phase probability distribution
at ~2 A indicates that the residues between i and i
+ 4 are involved in a helical turn. The results show
that residues 4—12 show a slight propensity for helix
formation (~1.5 helical turns over the entire peptide
are typical); however, in general, other backbone
torsion angles are favored. A plot of a typical confor-
mation found in this work shows that the protonated
N-terminal amino group is solvated by backbone
carbonyl groups. Calculations for the ions in solu-
tion'>* show that the probability of helix formation
is substantially enhanced (~3 turns in each peptide).
In this case, the high dielectric of the solvent ef-
fectively shields the charge site and the system is
stabilized by formation of i — i + 4 hydrogen bonds.

The development of ion mobility/time-of-flight tech-
niques (discussed in section 1V.G.2.0) have simplified
cross-section measurements of polyamino acids, since
it is possible to record ion mobilities and m/z ratios
for all ESI generated ions simultaneously. An ex-
ample data set that has been recorded for polyalanine

Chemical Reviews, 1999, Vol. 99, No. 10 3067

7 L 1 1

[Ala,+H]*
Ve

6 - — L

'-“'_[Ala]ﬁ+H]+
5.5 L - r

—

—
——

-

4.5+ S L

- —

flight time (ps)
|

<__:_,J._—-— bradykinin?*
-~

3.5+ - 2
~— [AlagH]*
3 -

—
"‘

25

2 4 6
drift ime (ms)

Figure 22. Contour plot of drift and flight times obtained
for [Ala, + H]* ions (n = 3—20) using ion mobility/time-
of-flight methods. The plot on the left shows the distribu-
tion of flight times obtained by compression of the drift time
axis.

intensity

1.30

1.25 4

oly-Leu
1.20 q pow

115 1 poly-lle

| poly-Val
110 poly-Phe

1.05

Reduced Cross Section

1.00 4+ - 4= -=-= =&

poly-Gln ) poly-Trp

0.95

0.90

200 400 600 800 1000 1200 1400 1600 1800
Molecular Weight (Da)

Figure 23. Reduced collision cross sections [experimental
cross section divided by the value determined from a fit to
measured polyalanine cross sections (at the same molecular
weight)] for singly protonated polymers of Leu, lle, Val,
Phe, Thr, Trp, and GIn.

is shown in Figure 22.2%° Here, drift times for the
[Alay + H]t (n = 3—20) ions, assigned by m/z ratios,
can be used to determine collision cross sections.
Similar results have been obtained for [Val, + H]"
(n = 2-7), [lley + H]t (n = 2—-6), [Leu, + H]T (n =
4-9), [Phe, + H]* (n =2-7), [Thr, + H]T (n = 8—14),
[Trpn + H]T (n = 2-9), and [GIn, + H]" (n = 2-8).
Figure 23 shows a plot of the cross section for each
ion divided by the cross section of a fit to the
polyalanine (at an identical molecular weight). This
provides information about the relative sizes of each
polymer. The results show that after molecular
weights have been accounted for, Leu, lle, Val, and
Phe polymers are substantially larger than Thr, Trp,
GlIn, and Ala polymers. The ordering of the different
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sizes of these polymers (e.g., at molecular weight
~600 Da, Q(GIn,) < Q(Trpn) < Q(Phey) < Q(Valy) <
Q(llen) < Q(Leuy)) is very similar to intrinsic size
parameters for different amino acid residues derived
from a database of tryptic peptide cross sections
(described in section 1V.G.2.p).

n. Design of a Stable Helix in Vacuo. The
ubiquitous nature of the a-helix in solution, originally
predicted by Pauling based on considerations in
which solvent was neglected,?®® makes this motif an
important target for observation in the gas phase (as
noted in section IV.F.1). Hudgins, Ratner, and Jar-
rold have investigated the stability of alanine-based
helices in the gas phase.'®® In solution, the alanine
residue is known to have one of the highest helix-
forming propensities.?®2% The solvation of the N-
terminal amino group by electronegative carbonyl
backbone moieties in pure [Ala, + H]*t ions disrupts
helix formation and globular forms are favored.
Hudgins et al. synthesized a series of AlayLys pep-
tides (where n = 5—19) in which the N-terminal
amino group was acetylated; this forces the proton
to reside on the basic lysine group located at the
C-terminal end of the peptide. A plot of relative
collision cross sections against the number of alanine
residues is shown in Figure 24 for both [Ala, + H]*
(n =3-20) and [Ac—Ala,Lys + H]* (n = 5-19). Also
shown are cross sections for helical structures and
globular conformations of these ions that were gener-
ated by molecular dynamics. Calculated cross sec-
tions for [Ac—AlanLys + H]* (n = 5—19) helices (such
as the structure shown in Figure 25) are in excellent
agreement with the experimental results, while

Hoaglund-Hyzer et al.

Ac-Ala,,-LysH
Figure 25. Conformations of Ala;gH™ (top) and Ac—Ala;g—
LysH* (bottom) generated by molecular dynamics simula-

tions. (Reproduced with permission from ref 153. Copyright
1998 American Chemical Society.)

globular conformations (such as that shown for
Ala;gH" in Figure 25) are in poor agreement with
experiment. A remarkable result of this study was
the tremendous helix stability which arises because
of optimal hydrogen bonding of the charged lysine
with the C-terminal carbonyl backbone groups and
the favorable location of the charge with respect to
the helix dipole. Helices persist in sequences contain-
ing as few as eight residues, significantly shorter
than in solution.?®*?% |n a subsequent study, Hud-
gins and Jarrold investigated [Gly,—Lys + H]* pep-
tides and found that helical conformations are not
stabilized, even though the charged residue would be
oriented along the helix dipole.?®® The authors con-
cluded that entropy is an important factor in the loss
of helicity in Gly, peptides. The absence of a for-
midable steric group on the Gly residue allows free
rotation of this residue about the backbone. This
result establishes that the ordering of helix propensi-
ties (Ala > Gly) is analogous to that found in solution.
This work is the first clear demonstration of the
ability to control structural motifs in vacuo.

Samuelson and Martyna?®” have investigated the
16 residue alanine-based Ac—(AAAAK)sA—NH; pep-
tide which has been studied extensively in solution
by NMR and ESR methods?®-3%2 and has recently
been investigated in the gas phase using ion mobility
techniques.®® Figure 26 shows a comparison of the
typical solution and gas-phase ion structures (+3)
that were determined. Calculated cross sections for
distributions of conformations that were obtained are
in good agreement with the experimental results. In
solution, the charged lysine side chains are ex-
tended because solvent can stabilize charges. How-
ever, in the gas phase, the protonated side chains
wrap back toward the helix in order to hydrogen bond
with backbone carbonyl groups. The net effect of
these charged residues in the gas phase relative to
solution is slight disruption of the helix at the
termini.

0. Development of lon Trap/lon Mobility/
Time-of-Flight Mass Spectrometry Techniques
for the Generation of Gas-Phase Sequence-—
Structure Databases. A limitation of the ESI—ion
mobility combination is that ESI is a continuous ion
source while pulses are required for mobility meas-
urements. It is typical to discard 99—99.9% of the ion
signal during the mobility experiment. Hoaglund,
Valentine, and Clemmer have developed an ion trap
interface between the ESI source and the mobility
experiment that effectively solves this problem.3% A
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Figure 26. Representative calculated conformations of
[Ac-(AAAAK)3A-NH, + 3H]3* in (a) water solution and (b)
the gas phase. For a complete discussion see ref 297.

second source of experimental inefficiency is associ-
ated with the scanning nature of a quadrupole mass
filter, which requires that ion mobilities and mass
spectra be measured independently. For systems in
which multiple ions are present, such as the charge
state distributions formed by ESI, separate ion
mobility distributions must be recorded for each m/z
ion. Guevremont et al. have reported essentially the
reverse approach: ions are selected by differences in
their mobilities in a drift tube and mass spectra are
subsequently recorded using a time-of-flight (TOF)
mass spectrometer.”? This approach requires that
separate mass spectra be recorded for ions with
different mobilities. In both approaches, ions that are
not selected are discarded during experiments. Hoa-
glund et al. have developed an injected ion mobility/
TOF mass spectrometer that records ion mobility
distributions and m/z ratios for multiple ions simul-
taneously,3% which has recently been extended to
include an ESl—ion trap interface.?°® This method
takes advantage of the fact that flight times in the
evacuated flight tube are much shorter than drift
times through the buffer gas, making it possible to
record hundreds of mass spectra with respect to each
packet of ions that is injected into the drift tube.
Figure 27 shows an example distribution for ESI of
a mixture of tryptic digest peptides from sheep
albumin. Here, the drift time axis provides informa-
tion about the cross section (or conformation) of each
ion and the flight time axis distinguishes the m/z
ratios. With this approach, it is possible to derive
cross sections for hundreds of ions from a single data
set.

p. Prediction of Cross Sections from Intrinsic
Size Parameters that Are Derived from a Data-
base of Tryptic Digest Peptides. Valentine has
recently recorded cross sections for peptides formed
from tryptic digestion of 34 common proteins. A
database which contains information about the di-
gested protein, peptide sequence, molecular weight,
and cross section for 660 different ions, including 420
singly protonated peptides ranging in size from 2 to
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Figure 27. Contour plots of nested drift time (bottom axis)
and flight time (left axis) data for a mixture of peptide ions
that were formed by electrospray ionization of a tryptic
digest of sheep albumin. Representative peaks are labeled
with sequences determined by comparison of the flight
times of each peak maxima with those expected from digest
peptides. Projection of the data along the left axis shows
the intensity distribution collapsed to the time-of-flight
axis.

15 residues and 240 doubly protonated peptides with
4—24 residues, has been reported.?%’ It is noteworthy
that because trypsin cleaves at basic Arg and Lys
residues, most peptides have basic sites at each end—
the N-terminal amino group and the basic Arg or Lys
as the C-terminal residue.

Intrinsic properties of amino acid residues can be
obtained by considering subsets of the database.
Valentine considered cross sections for 113 peptides
containing 5—10 residues and having a single lysine
group located at the C-terminal end.®®® These pep-
tides are expected to have compact conformations
where the charged group is solvated by electronega-
tive backbone and side chain groups. It is possible to
derive the average intrinsic contributions to size of
each amino acid by solving a system of equations that
relates the unknown size parameter p; to a series of
reduced cross sections Qj(exp)/Q;(PA) by

znu_g@m

Z MijPi Q;(exp)

(8)

where nj; corresponds to the number of times an
amino acid i occurs in each sequence j. Q;(exp) is the
measured cross section for each j peptide, and Q;(PA)
is the value of a fit to the polyalanine cross sections
at the molecular weight of each j peptide. The system
of equations has been solved for 17 p; parameters
(amino acids except for Cys, Arg, and His) by a linear
algebra regression method.3%° The resulting best fit
average size parameters for each amino acid in the
5—10 residue Lys-terminated peptides are displayed
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Figure 28. Intrinsic size parameters extracted for indi-
vidual amino acids from a database of ion mobility collision
cross sections for 113 Lys-terminated tryptic digest pep-
tides. Uncertainties correspond to one standard deviation
about the mean values that are determined by solving the
system of reduced cross section equations. (See text for
discussion.) Atomic structures for amino acids including
the peptide backbone are also shown. (Reproduced with
permission from ref 307. Copyright 1999 American Chemi-
cal Society.)

in Figure 28. It is interesting to note that magnitudes
of the relative cross sections discussed above (section
1V.G.2.m) for the polyamino acids vary as GIn < Ala
< Trp < Thr < Phe < Val < lle < Leu. With the
exception of tryptophan, the ordering of the intrinsic
residue size contributions is derived for individual
amino acids from the tryptic digest peptides. The
largest contributions to cross section come from the
nonpolar Ala (1.07 + 0.01), Val (1.08 £ 0.02), lle (1.12
+ 0.02), and Leu (1.19 + 0.02) residues. Contribu-
tions from polar groups such as Asp (0.88 + 0.02),
Glu (0.91 + 0.02), and Asn (0.92 £+ 0.02) are much
smaller. It was suggested that the different behaviors
of these residues could be ascribed to differences in
long-range interactions of the different residue types
with other residues and the charge site. The authors
also noted that Met was grouped as a nonpolar
aliphatic residue because it is normally characterized
as such in solution even though the side chain
contains a sulfur atom.3!° The intrinsic size param-
eter obtained from these studies suggests that in the
gas-phase Met should be grouped as a large polar
residue.

An important outcome of this analysis is the
possibility of predicting cross section from sequence.
This was tested by combining parameter values with
peptide sequences to calculate cross sections. The
comparison of the calculated reduced cross sections
with the reduced experimental results for all 113 of
the 5—10 residue C-terminal lysine peptides are
shown in Figure 29. Ninety-eight (~90%) of the 113
calculated values fall within 2.0% of the correspond-
ing experimental value. This result shows that amino
acid composition is an important factor in establish-
ing cross section. The accumulation of a large data-
base is a first step toward a general sequence—
structure prediction in the gas phase, an area that
has received tremendous attention in condensed
phase work.3431! Sequence—structure predictions for
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Figure 29. Comparison of experimental reduced cross
sections (solid diamonds) and values that have been
calculated (¢) from sequences using the intrinsic amino acid
size parameters shown in Figure 28 for a database of 113
[(Xxx)nLys + H]* tryptic digest peptides. See text for
discussion. (Reproduced with permission from ref 307.
Copyright 1999 American Chemical Society.)

molecules in the gas phase should be especially
attractive for theoretical methods because of the
simplicity of this environment.

g. Average Amino Acid Volumes in Peptides.
Counterman and Clemmer3? have used measure-
ments of 103 cross sections for 5—9 residue [Xxxn—
Lys + H]* ions to select model conformers for
calculation of volumes based on a method developed
by Connolly.?*® The 103 average volumes for con-
formers with cross sections that agreed with experi-
ment were used to elucidate the volumes of individual
residues by a method that is analogous to that
discussed for eq 8. A summary of amino acid volumes
in solution, residue volumes in protein cores,3*
residue volumes for peptide ions, and intrinsic vol-
umes of amino acids determined by Counterman is
given in Table 5. Several studies have reported
average amino acid volumes from crystal coordinates
using Richards’ modification3!® of the Voronoi poly-
hedra approach.® Molecular modeling studies have
shown that the volumes associated with surface
residues are typically greater than those found in
protein core regions because of a solvent ordering
effect.34 Counterman found that residue volumes
were smaller in gas-phase peptide ions than in the
corresponding sequence in protein cores. Figure 30
shows a comparison of structures obtained for the
VDPVNFK sequence when the sequence exists in the
core of human hemoglobin and as a protonated gas-
phase ion. In the core, the volume associated with
this sequence is restricted by constraints imposed by
structural qualities of the protein. Thus, the gas-
phase ion appears significantly smaller. Figure 31
compares the volumes of individual amino acid
residues in gas-phase peptide ions with those found
in protein cores. The average volumes are smaller
in the gas-phase peptide than in protein cores, a
result that the authors rationalized by noting that
in such small systems, few gaps or crevices exist.
Additionally, electroconstriction (constriction around
a charge, including charge solvation by electronega-
tive groups) appears to decrease the sizes of amino
acid volumes in the gas phase. This phenomenon
appears to significantly reduce the volume associated
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Table 4. Collision Cross Sections (in A2 of Individual
Protein Charge States Measured by lon Mobility
Techniques?
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Table 5. Volumes of Amino Acids in Solution and
Residues in Protein Crystals and Gas-Phase Peptide
lons?

Ubiquitin  cytochrome c lyso-  apomyoglobin protein solution® peptide extended®
BPTIC (bovine)d (horse)e zyme’  (sperm whale)9 residue  coreP(A3) (A3) ions® (A3) (A3)
pro- pro- pro- depro- pro- pro-  depro- Gly 63.8(2.9) 71.7 56.5(2.3) 52.7(1.2)
zP tonated tonated tonated tonated tonated tonated tonated Ala 90.1(4.2) 100.3 81.8(1.1) 72.1(0.6)
2 o 1o4s(s) 1754  1441(30) 1281(16
e .9(6. . A(3. 1(1.
e VRl L S G+
et 7(6. . .3(8. (3.
5 810 ﬂg; gzg 1246 1313 1484 1433 Phe  193.5(5.9) 2023 171.7(3.1)  154.4(1.3)
1239 Tyr 197.1(6.5) 205.3  183.5(5.1) 167.7(3.0)
6 875 1041 1393 1351 1355 1562 1539 Trp 231.7(5.6) 239.0 210.7(11.1) 188.2(5.3)
1220 1244 1535 1959 1795 Ser 94.2(3.7) 100.7 89.4(3.2) 83.9(1.4)
1525 1602 1244 Thr 120.0(4.8) 127.6 111.5(2.1) 99.8(0.9)
7 960 1317 1785 1267 1364 2250 1743 Asn  1275(42) 1284  1159(3.3)  106.0(1.7)
1580 1247 1586 1674 2025 Asp 117.1(4.0) 113.1 111.0(2.3) 104.3(1.2)
2007 2057 1581 Gln 149.4(4.9) 156.0 134.7(8.5) 122.8(2.8)
1620 Glu 140.8(5.3) 140.2 131.4(1.7) 124.8(0.8)
8 1442 1845 1334 1363 1673 2203 Pro 123.1(5.9) 137.2 106.4(5.3) 98.1(2.2)
1622 1250 1760 1781 2352 1624 Lys 170.0(5.1) 170.3 131.0(3.7) 156.5(1.8)
2061 2203 a Unless otherwise noted, values correspond to volumes for
1702 residues. P Values are taken from ref 314. ¢ Values correspond
9 1649 2215 1707 1407 1758 2332 to individual amino acids, as taken from ref 314. @ Values
1964 2024 1899 2659 1717 correspond to the average Connolly volumes determined from
2384 2704 trial conformers obtained from molecular modeling of 103
10 1732 2226 2207 1446 1897 2656 [XxxnLys + H]* peptides (n = 4—8). See text for discussion.
1961 2796 ¢ Values were determined from Connolly volumes for fully
2390 extended forms of the [Xxx,Lys + H]" peptides (n = 4-8).
11 1802 2303 2305 2459 2942 2879
12 2335 2340 2525 3044 2968
13 2391 2598 3136 3057 a model gas phase conformer
14 2473 2672 3143 3136 AL
15 2579 2733 3230 3226 protonated 1>
16 2679 2823 3313 3281
17 2723 2894 3384 3395
18 2766 2989 3489
19 2800 3570
20 2889 3682
21 3792
22 3815

a All values correspond to data obtained in He buffer gas at
298 K. Multiple values for a single protein charge state
indicate the observation of multiple resolvable peak maxima
in the ion mobility distributions. P lon charge state (absolute
value). ¢ Values are taken from ref 263. ¢ Values are taken
from ref 101. ¢ Values for protonated ions reported in ref 174.
Values for deprotonated ions reported in ref 16. (See Figure
13.) fValues are taken from ref 138. 9 Liu, Y.; Valentine, S.
J.; Clemmer, D. E. Unpublished results.

with the Lys residue, which is expected to carry the
charge in these peptides.

H. Microscopy Studies of Surface Imprints

An extremely innovative approach that uses mi-
croscopy methods to image surfaces that have been
exposed to high-energy ion impacts has recently been
applied to studies of biomolecular ion conformation.
This method is adapted from studies that are aimed
at investigating the damage imparted to objects in
space upon impact by energetic cosmic dust par-
ticles.3’

In these studies, ions are formed by ESI and
extracted into a vacuum chamber. A specific m/z ratio
is selected in a quadrupole mass filter, accelerated
to high energies (~150 keV), and focused to a spot
area of ~2 mm? onto a known surface (e.g., highly

b

Figure 30. (a) Representative compact trial conformer of
[VDPVNFK+H]* having calculated cross sections of
Q(EHSS) = 212.4 A2 and Q(projection) = 209.2 A2 (in good
agreement with the experimental value of 208.7 & 0.9 A2)
is shown. The arrow indicates the protonation site on the
C-terminal Lys residue, which is solvated by electronega-
tive carbonyls of the peptide backbone. (b) Conformation
of the VDPVNFK sequence in the folded structure of
human hemoglobin (Protein Data Bank accession number
1A3N). The arrows on the left and right indicate the
terminal Lys residue and starting Val residues, respec-
tively, by which the sequence is connected in the protein.

oriented pyrolytic graphite (HOPG), mica, SiO, and
L-valine amino acid crystals). The experimental ap-
paratus is termed a multiply charged macromolecular
accelerator (MUMMA). Impact rates are typically
10%—-10° ions s7%; surfaces are irradiated with the
beam for several hours to produces ~10 impacts
um~2. After ion beam irradiation, the surfaces are
removed from the vacuum chamber and imaged in
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Figure 31. Average volumes and uncertainties for indi-
vidual amino acid residues found in gas-phase peptide ions
(¢) and for residues in protein cores (4), which are taken
from ref 314. VVolumes for gas-phase residues were derived
from Connolly volumes for trial conformations of 103
tryptic digest peptides having a C-terminal Lys. Peptide
volumes were an average of volumes for many conforma-
tions having calculated cross sections in agreement with
the experimental value.

ambient air using scanning force microscopy (SFM)
or scanning tunneling microscopy (STM).

The hillock formation is explained by analogy to
latent track formation in ordered magnetic insulators
bombarded by MeV atomic ions.?'8 In the MUMMA
experiments, the impact of highly charged biomol-
ecules with a smooth graphitic surface is sufficiently
energetic that the graphite surface melts and is
immediately quenched into an amorphous, lower
density state. The resolidified area of impact appears
as a hillock in microscopy analysis. The dimensions
of the hillock are broadened relative to the projectile
size due to energy diffusion. To model this broadening
and extract a measure of projectile size, Sullivan and
co-workers®®® presented a modified version of the
thermal spike model originally proposed by Szenes.3'8
Figure 32 illustrates the creation of a hillock from
an impact of an extended structure. Here, the impact
of the molecule with the surface is assumed to deposit
energy along a line of length I, which is determined
from a fit to the energy density (a function which
accounts for the thermal diffusivity of the surface,
the amount of energy deposited per monolayer, and
the lattice spacing of the graphite). As shown, the
length | is taken to be the projection of the length of
the molecule, L, on the surface (I = L sin(6#). Differ-
ences in orientation of the molecule with respect to
the surface will be reflected in the distribution of
hillock sizes. A two-dimensional representation of the
energy diffusion process is shown in Figure 32b. The
molecular length (L) is found from the length of the
largest defect (I). The observed dimensions of surface
features are also influenced by the size of the probe
tip.

In the first study of biomolecular ions using this
method, Reimann and collaborators examined the
+41 charge state of disulfide-intact and +47 charge
state of disulfide-reduced bovine albumin.3!® The
elliptical defects observed for the disulfide-intact ions
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angle. The projected length of the protein on the surface is
| = L sin(0). The actual length of the surface imprint (x’s)
exceeds L sin(f) because of the transport of deposited
energy. (b) Energy transport from the impact line given
by the projected length | = L sin(0) of the incident molecule
creates a melted and resolidified region which is visualized
by scanning force microscopy. p and { are the spatial
coordinates, and ¢(p,¢,t) is the time-dependent radial profile
of the energy density. ¢(p,,t) is found by solving the two-
dimensional heat-diffusion equation (discussed in ref 139)
for a set of differential point heat sources along the impact
line of length I. (Reproduced with permission from ref 140.
Copyright 1998 American Chemical Society.)

were larger than would be expected if albumin
retained its native shape; the expansion of these ions
was attributed to Coulombic repulsion. The disulfide-
reduced ions yielded hillocks having a wide range of
sizes; large defects were assigned to the impact of
the denatured ion, and smaller features were at-
tributed to fragmentation of the ion with residual gas.
The hillock dimensions observed by Quist et al. for
bovine insulin (+5), bovine trypsin (+15), horse heart
cytochrome ¢ (+10), and bovine albumin (+42) are
shown in Figure 33.320 A current limitation of this
method is that exactly what factors are responsible
for hillock dimensions are not entirely understood.
The lateral axes of surface defects created by impact
of the multiply charged biomolecules is much larger
than the diameters of the native biomolecules (by
factors of 5—15 for the ~100—800 keV energies
studied); however, the differences in defect size
suggest that information about the ion conformations
are retained. The narrow hillocks formed by impact
of insulin and trypsin are consistent with restriction
of the conformations of these proteins by disulfide
bonds, as in the native state. The feature observed
for cytochrome ¢ has a substantially wider lateral
axis; this is consistent with unfolding due to Coulomb
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Figure 33. Cross-sectional profiles of typical polyatomic
impact-induced features imaged in the contact SFM mode.
For comparison, the profile of the SFM tip is included. The
height and lateral axes are not on the same scale, the
hillocks are actually very shallow, and the tip end is
approximately spherical. (Reproduced with permission
from ref 320. Copyright 1994 Elsevier.)

repulsion, as previously noted for albumin. No at-
tempts to account for hillock broadening due to
energy transfer processes were made in these studies.

In later studies, Reimann and co-workers examined
surface impact sites formed by apomyoglobin and
disulfide-intact and -reduced lysozyme.'39140 The
studies of lysozyme showed that the distributions of
hillock lengths produced from disulfide-reduced +10
ions shifted to higher values and were twice as broad
as those observed for disulfide-intact +9 ions. This
is shown in Figure 34 parts a and b. Further
elongation of the observed features was noted for the
+14 state (Figure 34c) and ascribed to Coulombic
repulsion.

The qualitative changes observed from microscopy
studies for different charge states in the apo-myo-
globin and lysozyme systems are in good agreement
with the conclusions drawn from ion mobility'38262
and gas-phase basicity*®” studies. That is, low charge
states of disulfide-intact ions favor compact confor-
mations, and in the absence of disulfide bonding, the
proteins adopt more extended structures in order to
reduce Coulomb repulsion. Although the details of
hillock formation are unresolved, the potential ability
of this method to provide direct information about
ion shape (i.e., typical aspect ratios of conformations)
appears promising.

V. Other Biopolymers: DNA and
Oligosaccharides

A few studies of the structures of DNA and oligo-
saccharides have been carried out. Studies of DNA
are likely to be particularly important in understand-
ing the relationship of solution-to-gas-phase hydrogen
bonding interactions. Unlike the limited understand-
ing of sequence-to-structure that exists for peptides
and proteins in solution, the strong tendencies for
base paring interactions in oligonucleotides allow
structures to be largely predicted from sequence. This
could provide an important link in understanding
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what aspects of solution structure are preserved in
the gas phase. Numerous studies have now shown
that complementary solution duplexes can be ob-
served by ESI-MS.3217327 Recently, BIRD measure-
ments of complementary, partially complementary,
and noncomplementary duplexes have provided evi-
dence for Watson—Crick base pairing in the gas
phase.3?2:327 |on mobility®?® and H/D exchange meth-
0ds%29:3%0 have provided insight into the structures of
single strands. In addition to studies of DNA, ion
mobility?6%:331 and H/D exchange*? measurements of
oligosaccharides have also been made. The ability of
ion mobility methods to distinguish between different
isomer forms should be an important complement to
MS-based analyses of these molecules. These tech-
niques are likely to evolve as a means of studying
protein glycosylation.333

VI. New Analytical Methods that Are Based on
Gas-Phase lon Properties

The understanding of the properties of gas-phase
ion conformation has led to the development of
several new analytical methods. The observation that
ESI charge state distributions reflect solution con-
formation®-87.92-% provides a simple means of moni-
toring solution conformation. lon scattering and ion
mobility measurements of cross section can be used
to complement the ESI—MS data by providing infor-
mation about the ion shape. With this approach, it
seems possible to discern solution structure that is
not apparent in the MS data alone. Gas-phase H—D
exchange and solvent adduction,*3100.153277 may also
prove useful. However, current methods to study
proton-transfer reactions are not sensitive to subtle
changes in noncovalent structure from solution.®3

Differences in gas-phase ion conformations and
chemical reactivities provide many new options for
analysis of mixtures. Biomolecular mixtures are
traditionally difficult to analyze, and new combina-
torial strategies have created tremendous challenges
for mass spectrometrists.3** One of the complications
associated with ESI of macromolecular mixtures is
that mass spectra rapidly become congested due to
the multiple charging phenomenon. Algorithms for
obtaining mass information directly from MS data
for electrosprayed mixtures have been devised.33%336
However, for large mixtures, new strategies are
necessary. A number of groups have noted that
reactions of ions in a distribution of charge states
with bases can be used to concentrate distributions
into a few higher intensity peaks corresponding to
lower charge state ions.13*135.337-339 Dijstributions of
highly charged ions can also be exposed to oppositely
charged species in order to generate lower-charge
states. Rates of charge transfer between negatively
and positively charged ions are controlled by the long-
range attractive potentials; high charge states react
more rapidly than low charge states. This allows
analytes which favor low charge states upon ESI to
be analyzed simultaneously with those produced as
high charge states without deleterious discrimination
between components due to losses associated with
preferential neutralization.®*-342 This method has
been used extensively in ion traps,3#°34 in differential
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Figure 34. (a) Image (500 x 500 nm?) of highly elongated surface defects created by incident energetic disulfide-intact
lysozyme ions (+9), corresponding length and width histograms, and plot of width versus length. One hundred surface
defects were measured. A box and range bars show the characteristic points taken to be representative of the longest
defects. The height and gray scales were chosen to highlight the lateral extent of the surface defects. (b) Image (500 x 500
nm3) of generally oblong surface defects created by incident energetic disulfide-reduced lysozyme ions (+10), corresponding
length and width histograms, and plot of width versus length. One hundred two surface defects were measured. (c) Image
(500 x 500 nm?) of slightly oblong surface defects created by incident energetic disulfide-reduced lysozyme ions (+14),
corresponding length and width histograms and a plot of width versus length. One hundred fourteen surface defects were
measured. (Reprinted with permission from ref 140. Copyright 1998 American Chemical Society.)

mobility analysis of particle sizes,?*® and recently
extended for use in TOF mass spectrometry.3+
Measurements of collision cross sections by triple
quadrupole and ion mobility methods make it pos-
sible to distinguish between many types of ions with
identical m/z ratios, such as isomers, conformers, and
multiply charged multimers (section 1V.G). A number
of other methods are also evolving for this purpose.
Schnier and Williams have shown that BIRD can also
be used to distinguish between peptides with identi-
cal compositions but different sequences.®* The des-
R? and des-R°® isomers of bradykinin were distin-
guished based on differences in the dissociation
kinetics. Cooks and co-workers have shown that the
ion—buffer gas collisions in an ion trap can be used
to distinguish different isomers;345346 in this ap-
proach, the background buffer gas and asymmetries
associated with the trapping field produce “chemical

shifts” in the mass measurement which depend on
ion structure. Very recently, a pulsed-field differen-
tial mobility technique, which separates ions based
on differences in their mobilities in high and low drift
fields, has been developed.®*”~34° Guevremont and co-
workers have coupled this method with a quadrupole
mass filter®®® and an ESI source such that it is
capable of analysis of biomolecular ions.®! Both of
these approaches have exciting potential as comple-
ments to MS measurements of conformation. lon
mobility/time-of-flight methods appear to be espe-
cially well-suited for analysis of biological mixtures.
Here, ions having identical m/z ratios can be dis-
cerned based on differences in mobility. Valentine et
al. have shown that mixtures of peptides from tryptic
digestion separate into charge state families based
on differences in their mobilities.3’” This significantly
reduces spectral congestion, and the charge assign-
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ment can be made based on the position of the peak
in a charge state family. The example spectrum
obtained by ion mobility/TOF analysis of a mixture
of peptides from tryptic digestion of sheep albumin
was shown in Figure 27. These data are beginning
to resemble those obtained with two-dimensional gel
separation methods; however, the mass and mobility
axes are powerful delineators for assessing compo-
nents. The high resolution of the ion mobility axis
significantly reduces spectral congestion and allows
many new features to be easily resolved.

VII. Summary and Future Prospects

Isolation of protein molecules in vacuo provides a
means of differentiating intramolecular and solvent—
molecule interactions. Although this is a relatively
new field, a number of thought-provoking results
have been obtained. The ability to induce folding and
unfolding by highly controlled collisional or laser
excitations or the manipulation of protonation states
is unique to the gas-phase experiment. A traditional
difference between chemistry in the gas phase and
that in solution is that intermediates are routinely
trapped and characterized in solution while inter-
mediates in the gas phase are elusive and difficult
to study because of their relatively short lifetimes.
It appears that for macromolecules this situation is
reversed. Isolating folding intermediates in solution
is challenging because of the large sizes and dynamic
natures of these molecules. Distinct conformations
are stable in the gas phase over longer time periods
because of a balance of long-range electrostatic
interactions, shorter-range hydrogen bonding, and
van der Waals interactions in a uniquely homoge-
neous environment.

Currently, the degree of similarity between struc-
tures of protein ions in vacuo and in solution remains
largely unknown; however, substantial progress in
addressing this question has been made. Evidence
for stable a-helices and -sheet structures in the gas
phase has been presented. It is now apparent that
electrosprayed protein ions can retain a degree of
memory of their solution structures; whether these
are the kinetically and thermodynamically favored
‘folded’ states of the gas-phase ions needs to be
assessed on a case-by-case basis. From molecular
modeling studies, it appears that many structural
details within large proteins in solution (such as the
basic elements of the fold that lead to the tertiary
conformation and many regions of secondary struc-
ture) are conserved in the gas phase, especially in
low charge state ions. Higher charge states may
retain solution-like structure in metastable states but
often unfold when heated or exposed to energizing
collisions or laser radiation. These unfolded states
may not refold because of long-range Coulomb bar-
riers that arise in the gas phase.

The ultimate test of the similarity of gas-phase ions
to native solution conformations is function. So far,
no results indicating that the gas-phase ion is capable
of enzymatic action have been presented. It may be
the case that few (or even none) of the naturally
occurring polypeptide sequences will be active in the
gas phase. However, heavily solvated ions or se-
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guences that are designed to fold in vacuo should be
capable of enzymatic action. The long-range attrac-
tive nature of ion—molecule interactions may lower
reaction barriers, making the gas phase an exciting
venue in which to study reactivity.

It was expected that the influence of charged sites
upon structure in the low-dielectric gas-phase envi-
ronment would be substantial. Many experimental
findings indicate that this is indeed the case. In-
tramolecular solvation of charged moieties is an
important structural feature of gas-phase protein
ions that may disrupt local regions of secondary
structure. As the level of charging increases in the
gas phase, substantial loss of tertiary structure
occurs; the correlation of structures for high charge
state ions with those that exist in extreme pH
environments in solution is difficult to assess, in part
because only the general shapes of the ions in the
gas phase are known; additionally, little is known
about the structures of denatured states in solution.
The ability to study partially solvated ions is par-
ticularly exciting as it offers the potential of elucidat-
ing the influence of solvation shells upon conforma-
tion. In the gas phase, it appears possible to explore
solvation shells associated with different folded do-
mains of the protein.

An advantage of structural studies in the gas phase
is the intrinsically rapid and sensitive nature of mass
spectrometry. It is likely that the physical properties
of biomolecular ions will provide the basis for new
analytical techniques. Large sequence—structure da-
tabases have already been compiled. For groups of
lysine-terminated peptides, progress in the prediction
of cross sections from amino acid composition has
been made. Work involving the incorporation of
sequence parameters such that gas-phase conforma-
tions can be predicted from sequences is underway.
It is not yet clear how to relate structural predictions
from gas-phase considerations to prediction of struc-
ture in solution; work in this area will be required
to address this problem.

Answers to a number of important fundamental
guestions about ions remain elusive. Definitively
determining the positions of protonated sites for
specific gas-phase ion charge states and conforma-
tions would have a tremendous impact on the ability
to model conformations. Likewise, the use of chemical
reactivity information as a probe of structure is
intimately linked to the gas-phase reaction mecha-
nisms, which are not fully understood in macro-
molecular ion systems. These two problems are
closely related, as can be seen by considering the
isotopic H—D exchange probe, where simple mecha-
nisms for exchange depend on the relative proton
affinities of the reactants. An understanding of
charge site distributions would allow estimates of the
gas-phase basicities for specific sites in specific
conformations to be made. Progress in these funda-
mental areas could allow substantially more detailed
characterization of the conformations and properties
of larger ions to be obtained. Development of new
techniques that allow multiple structural probes to
be applied simultaneously (such as the combination
of H—D exchange, ion mobility, and perhaps other
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spectroscopic and chemical probes) will also be im-
portant for refining experimental structures.
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